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Abstract—The ability to use tools can significantly increase
the range of activities that an agent is capable of. Humans start
using external objects since an early age to accomplish their
goals, learning from interaction and observation the relationship
between the objects used, their own actions, and the resulting
effects, i.e., the tool affordances. Robots capable of autonomously
learning affordances in a similar self-supervised way would be
far more versatile and simpler to design than purpose-specific
ones. This paper proposes and evaluates an approach to allow
robots to learn tool affordances from interaction, and generalize
them among similar tools based on their 3D geometry. A set of
actions is performed by the iCub robot with a large number of
tools grasped in different poses, and the effects observed. Tool
affordances are learned as a regression between tool-pose features
and action-effect vector projections on respective Self-Organizing
Maps, which enables the system to avoid categorization and
keep gradual representations of both elements. Moreover, we
propose a set of robot-centric 3D tool descriptors, and study
their suitability for interaction scenarios, comparing also their
performance against features derived from Deep Convolutional
Neural Networks. Results show that the presented methods allow
the robot to predict the effect of its tool use actions accurately,
even for previously unseen tool and poses, and thereby to select
the best action for a particular goal given a tool-pose.

Index Terms—tool use; affordances; interaction learning; hu-
manoid robot; iCub; 3D features.

I. INTRODUCTION

In a tool affordance scenario, learning corresponds to find-
ing the mapping between a set of features that describe tools
and the effects that these tools are capable of achieving through
actions on an object. In most previous studies, in order to ease
learning, this mapping is achieved by clustering one of the
elements (tools or effects) and classifying the features into the
discovered categories. By contrast, the architecture proposed in
this work maps the relationship between these two spaces in a
gradual manner, without the need to set categorical boundaries
in any of them. This is achieved by means of a 2-step process
whereby tool functional features and tool use effect mea-
surements are mapped first onto respective Self-Organizing
Maps (SOM) to achieve dimensionality reduction, and then a
regressor model is trained to learn the mapping between the
coordinates of the representations of both elements on their
corresponding SOMs. A diagram of the proposed learning
architecture can be observed in Figure 1, whose components
will be detailed in Section III-D.
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On the functional feature side, the representation applied
to describe tools should enable the learning algorithm to
generalize the affordances learned for a tool to similar ones. At
the same time, it should take into account that the effect that
an action with a tool can achieve depends also on how the tool
is being grasped. For convenience, we use the term tool-pose
to specify a tool in a given pose, following the nomenclature
in [1]. For example, a rake oriented to the right would be a
different tool-pose than the same rake oriented to the left.

In the current study, we apply therefore the Oriented Multi-
Scale Extended Gaussian Image (OMS-EGI) feature set, pro-
posed in [2]. This is, to the best of our knowledge, the only
3D descriptor which implicitly encodes information about how
tools are being grasped, making it specially suited for tool
representation in interaction scenarios. Moreover, we compare
three different OMS-EGI parameter settings to assess which
one enables more effective affordance learning. These settings
represent tool-poses based only on their surface normal his-
tograms, their occupation of the space within their bounding
box, and on a balanced combination of both, respectively.
Additionally, we compare their performance against state-of-
the-art computer vision features, namely the feature vector
extracted from the last convolutional layer of AlexNet Deep
Convolutional Neural Network (DCNN) [3], obtained from
images of the tool-poses that the robot held to perform
exploration.

On the other side, the affordance of each tool-pose is
represented as the effect – measured as a displacement on a
target object– that the robot can achieve with that tool-pose for
a set of actions. In particular, the action repertoire considered
in this study consists in a drag action parametrized by the
angle of the drag. The combination of the effects of all the
actions in the repertoire into a single vector, which we will
refer to as affordance vector as in [4], represents, for the robot,
how well a tool-pose affords dragging an object in different
directions. Despite its simplicity, this scenario was chosen so
that with a relatively simple repertoire of actions, different
tool-poses achieved distinct effects, and moreover, because it
allows actions and effect computation to be done safely and
automatically by the iCub robot.

Affordance knowledge, thus, can be implemented as the
mapping between the space of tool-pose features, which rep-
resent tool and grasp, and the space of affordance vectors,
which represent action and effect. In the present study, both
sets of data are obtained automatically by the robot on an
exploration phase, and subsequently applied for learning in
a self-supervised manner, without the need for any human
labeling. Finally, the system’s performance is evaluated on-
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Fig. 1: Diagram of the proposed approach to discover, learn and predict tool-pose affordances. On the training phase (black
arrows), a set of tool-pose features (1), and their corresponding affordance vectors (2) are available to the system from
previous recording. Keeping the correspondence, tool-pose features and affordance vectors are mapped into respective SOMs
for dimensionality reduction (3a and 3b). Finally, a GRNN regressor model is trained to learn the mapping between the
coordinates of the tool features in the tool-pose SOM, and those of the corresponding affordance vectors on the affordance
SOM (4). On the prediction phase (red arrows), the tool-pose SOM coordinates of the tool-pose being held are computed from
the tool’s features, and fed to the regressor to get an estimate of its coordinates on the affordance SOM (5). The prototype
vector of the closest neuron to the estimated coordinates is considered the predicted affordance vector for that given tool-pose
(6). For easier interpretation, each color corresponds to data generated by a particular tool type (hoe, rake, etc) in a particular
pose (right, front, left), assigned as in the affordance vector graphs on the right of the diagram. This information was, however,
not used for training.

line by applying the learned models to select the best action
for a given task.

The methods presented in this study constitute a novel
approach towards endowing humanoid robots with the skill
to autonomously learn tool affordances and generalize the
knowledge to similar tools. Its contribution is twofold: On the
one hand, we further investigate the suitability of robot-centric
3D features to describe tool-pose affordances, by comparing
the performance among different variants of the OMS-EGI
descriptor, each of them based on different information from
the tool-pose, as well as against features derived from DCNN.
On the other hand, we present a novel self-supervised learning
architecture which is able to predict the effect of a set of
actions with a given tool and grasp in function of its geometry,
by applying a fine grained representation of tools and effects
that avoids the need to categorize either, resulting in a higher
predictive performance.

II. RELATED WORK

The concept of affordances was introduced by the cognitive
psychologist James J. Gibson in the late 70’s as a central
element of his theory of direct perception [5]. According
to this theory, affordances are “latent action possibilities
available to the agent” that it can perceive directly from
the environment in order to interact with. The initial for-
malization of this idea, however, did not provide a complete
explanation on how affordances are perceived or learned
by agents. Affordance perception, indeed, has been matter

of a long-standing debate in cognitive psychology [6], [7],
[8], joined later by the neuroscience community with new
hypothesis and evidence from brain studies [9], [10], [11].
See [12] for a comprehensive review. Affordance learning, on
the other hand, was initially studied by Eleanor J. Gibson [13],
[14] as a developmental strategy, and further discussed and
extended by other cognitive and developmental psychologists
[15], [16]. This concept soon grabbed the attention of the
developmental robotics community too, as a framework to
develop mechanisms to enable robots to learn about objects
by means of interacting with them, thus grounded in their
own embodiment [17].

The first steps towards affordance learning robots were
taken by Fitzpatrick et al. in their pioneer work [18], which
showed that a robot can learn affordances by observing the
effect that certain actions produce on objects. In that study,
rolling or sliding affordances were learned as histograms that
represent the probability of displacing an object in a particular
direction given a certain action. Although basic in its premises,
this work was the first to implement a formalization of
objects’ affordances as the relationship between the elements
of the tuple {object, action, effect}, which would become a
commonplace in later works on robotic affordances. In [19],
affordances were learned by populating a look-up table with
the combination of action sequences and object labels that
lead to successful binding between the objects. Geib et al.
proposed a general way to learn affordances in robotics, based
on Object-Action Complexes (OACs) [20]. OACs were defined



as {E,T,M} triplets, where E identifies the robot action (called
Execution specification), T represents the state change due to
such action, that is, the effect, and M measures the success
rate of E in achieving T over a given window of time [21].
The main drawback of these studies was that objects were
identified by labels, so they did not allow generalization to
new objects.

In order to overcome this issue, Montesano et al. [22]
proposed a model in which simple object features (shape,
color, etc) were connected through a Bayesian Network to
the action and the observed outcomes of the interaction.
This method was subsequently refined to include more robust
features, better discretization [23], support multi-object inter-
action [24], and improved network structuring [25]. Another
popular model was proposed by Sahin et al. [26], in which the
object/entity was represented as a vector of raw features, and
generalization was defined in terms of equivalence between
entities or behaviors, if they produced the same effect. This
method has been further improved to support the discovery
of new effect categories [27], actualize behavior parameters
to reach goals [28], self-structuring of the learning process
[29], bootstrapping knowledge of simple affordances to more
complex ones using intrinsic motivation [30], [31], and use of
affordance knowledge for plan generation and execution [32].

Other methods for learning object affordances have also
been explored. In [33], [34], for example, object and ef-
fect features are mapped into separate Self-Organizing Maps
(SOMs), which are linked together through Hebbian connec-
tions that strengthen based on the their co-occurrence given
an action. In [35] Semi-Markov Decision Processes were
used to model the sequences of actions that lead to the
activation of a desired affordance, whereas in [36], affordance
learning is integrated within an Extended Classifier System
reinforcement learning method, allowing the robot to learn
about object’s affordances and policies for goal-directed tasks
simultaneously.

A few studies have also considered multi-object scenarios.
Moldovan et al. [24] coupled Statistical Relational Learning
methods with the Bayesian Network approach proposed in
[22] to perform inference about more than one object. Fitchl
et al. [37] studied how to represent the necessary spatial
preconditions that enable certain affordances. Ugur et al.
focused on the task of objects stacking and proposed a method
for learning mutual “stack-ability” among objects and inferring
such affordances from simpler ones previously learned [32].

In the studies described so far the robot used its own
manipulator to interact with objects, and observed the effect
of its actions upon them. In order to differentiate multi-object
affordances from tool affordances, we consider that tools
correspond to objects or elements that the action is performed
with, different of the robot’s own manipulator. Thus, tool
affordances should not be understood just as the effects that
an agent can achieve on a certain object with another object,
but as the functionalities that intermediate objects, through an
action on a third entity, enable the agent to achieve.

Pioneer work on tool affordances was carried out by

Stoytchev [38], [39], where for each tool, affordances were
learned as a list containing the actions performed and the prob-
ability of success in moving an external object. In Tikhanoff
et al. tool affordance models were learned by fitting curves
to the effects measured after a series of pull actions, and
coupled with a geometric reasoner in order to determine the
feasibility of exploiting the learned affordances on a given
scenario [40]. The main drawback of these studies is the lack
of a representation that allows generalization among tools, so
the learned knowledge can not be applied to tools outside the
initial training set.

Jain and Inamura tackled this issue by defining a set of
tool functional features based on geometric features (corners,
bars, etc) that were linked to the effect achieved by the tool
by means of a Bayesian Network [41], [42]. However, these
functional features had to be annotated by hand. Gonçalvez et
al. made functional features of tools and objects automatically
detectable by the robot by using simple 2D geometrical
features (length, area, size, etc) extracted from vision [43],
which were linked to actions’ effects also through Bayesian
Network. Dehban et al. applied the same paradigm but sub-
stituted the Bayesian Network by a Denoising Auto-encoder,
which, contrary to the Bayesian Network, allows for real value
input and online learning [44]. In [4], we applied a larger
set of candidate functional features from the 2D contour of
the tool in such a way that the grasp position of the tool
was also considered when learning tool’s affordances. This
approach was extended in [2] with the introduction of the
Oriented Multi-Scale Extended Gaussian Image (OMS-EGI)
feature vector, a holistic descriptor extracted from the tools’
3D models. Unlike previously proposed tool descriptors, the
feature sets proposed in the last two studies are robot-centric
insofar as they depend not only on the geometry of the tools,
but also on how the robot is grasping them.

On the opposite side of the spectrum in terms of robot-
centeredness, a popular approach to affordance learning in the
recent years has been to apply state-of-the-art computer vision
methods to predict human labeled affordances of objects.
While the predicted affordances are meaningless to robots
(for example, a robot without arms would not be able to use
any tools, independently of their human labeled affordance),
this approach can provide valuable insights into the kind of
features that could be applied later to learn robotic affordances
more effectively. For example, in [45], SOM-based sparse
coding features from RGB-D data were applied to discriminate
container from non-container objects. In [46], affordances
of office objects were predicted by means of 3D geometry
features computed from the pointcloud reconstruction of the
scene. Deep learning methods have been applied in [47], where
multi-scale CNNs were trained at different resolutions with
RGB-D data from an affordance database. Also, Myers et al.
proposed a part based affordance detection system based on
3D features extracted from a superpixel segmentation from
objects [48]. They used a combination of depth, normals and
curvature features. In order to train their classifiers, a database
of pixel-wise annotated affordances was also presented. Using



the same database, the approach proposed in [49] learned
the features from RGB-D images by training end-to-end a
Deep Convolutional Neural Network within an expectation
maximization framework, which enabled weakly supervised
learning, while in [50], they trained an encoder-decoder DCNN
with HHA features (horizontal disparity, height and angle
between pixel normals and inferred gravity). Full 3D models
were used in Schoeler et al., who proposed global part-based
descriptors obtained as graphs that contain the part-signatures
and their pose-relations in order to predict the function of a
set of tool-like 3D models [51], as well as in [52], where
Abelha et al. proposed to estimate the suitability of a set of
household objects for a set of given tasks by fitting the object’s
superquadric model to the one of the canonical tool for that
task.

Besides the cited papers, there are many other proposed
features that have not been attempted within an affordance
learning scenario, but that have descriptive characteristics
that could also potentially provide relevant information for
affordance learning. One group of this kind of features
would be 2D hierarchical features, given that affordances are
generally determined by characteristics of objects or tools
at many different scales. Further advantages of hierarchical
feature extraction algorithms are that most of the existing
implementations provide invariant hierarchies [53], [54] as
well as unsupervised or weakly supervised feature learning
[55], [56], both very desirable properties. Another group
is that formed by global 3D features, which by describing
the geometry of objects should correlate properly with their
physical affordances. Examples are the DESIRE feature [57]
or the more recent Global Structure Histogram [58]. Other
local 3D features, such as the ones proposed in [59], [60]
could enable end-to-end 3D feature learning for affordance
applications.

Readers interested in a more comprehensive review on affor-
dances in robotics, with focus also in studies from psychology
and neuroscience, should refer to the recent review by Jamone
et al. [61].

III. MATERIALS AND METHODS

A. Robotic Platform

All the experiments presented in this paper were carried
out using the iCub humanoid robot and its simulator. The
iCub is a full body humanoid robot with 53 Degrees of
Freedom (DoF) [62]. In the current experiment we only made
use of the upper body, which comprises 41 DoF, including
head, arms and torso. Binocular vision is provided by the
cameras mounted in the robot’s eyes, with which depth can be
estimated from disparity [63]. The iCub simulator provides a
compatible model of the robot that allows simulation of rigid
body dynamics and collision detection by making use of ODE
(Open Dynamic Engine) [64].

The iCub software is structured as modules that com-
municate with each other using YARP middleware, which
enables multi-machine and multi-platform integration [65].
Modules provide specific functionalities, and work together

to achieve desired behaviors on the iCub. All the tool 3D
models that were used for feature extraction in the experiments
were modeled using Trimble’s SketchUp software [66], and
transformed into pointclouds using the Point Cloud Library
[67], which was also used for 3D processing and visualiza-
tion. Experimental data analysis, including visualization and
learning, was implemented in MATLAB, employing the third
party SOM toolbox for dimensionality reduction and data
visualization [68], and the built-in Neural Network library for
learning regression models from the data. In order to use the
models learned in MATLAB to guide the robot actions, the
available YARP bindings for MATLAB were applied.

All the code used in the present study is available at
www.github.com/robotology/tool-affordances.

B. Experimental setup

The experiment performed consisted of three phases: data
gathering, training and testing. In the first phase, the iCub
recorded the drag affordances, represented by their affordance
vectors, of a set of tools in different orientations. In particular,
50 different tools were considered in simulation and 15 in the
real setup, divided in 5 categories for visualization and clarity:
rake, hoe, hook, shovel and stick (displayed in Figure 2). Each
of them was held by the robot in 3 possible orientations: right,
front, left, depending on the grasp parameter ϕ, described in
Figure 3a. Thus, affordance vectors were recorded for 150
distinct tool-poses in simulation and 45 on the real robot.
Moreover, for each tool-pose, in simulation and real setup,
4 recording trials were performed; each trial consisted in the
execution of the drag action in all the considered directions
(see Figure 3b), by means of which an affordance vector was
recorded per trial.

Each trial begun by placing a tool in the robot’s hand, for
which a different procedure was followed depending on the
setup. In the real setup, the iCub opened its hand in a receiving
position and a tool was handed by the experimenter. After
grasping the tool, the iCub automatically detected the tool-pose
it had been given in the following way: First, the tool label was
recognized using the deep learning implementation presented
in [69], pre-trained with our set of tools. This method uses
a linear classifier whose input are the features obtained from
the FP7 layer of AlexNet [3], which were recorded here in
order to compare their performance against the ones proposed
in this paper in the task of affordance prediction. Once the
tool was recognized, its corresponding pointcloud model was
automatically loaded in the canonical pose (see Figure 5).
Finally, its orientation was estimated by aligning the canonical
pointcloud model to a single partial 3D reconstruction of
the real tool in the robot’s hand, obtained with the robot’s
stereo-vision. In simulation, by contrast, the tool name and its
orientation were given to the simulator. Thus, the tool CAD
model was loaded and attached to the simulated iCub’s hand
based on the given grasp parameter ϕ.

In either case, the canonical pointcloud model of the grasped
tool was rotated according to the –estimated or given– grasp
parameter ϕ in order to obtain the oriented pointcloud model.



(a) Tools in simulation.

(b) Tools in real setup.

Fig. 2: Set of tools used in this study, on the (a) simulated
setup and (b) real setup. Individual names of each tool are
formed by just adding the tool index after its type, eg hook2,
hoe3, etc.

This term refers to the pointcloud model of the grasped tool
whose coordinates match the position of the actual tool with
respect to the robot’s hand reference frame. The oriented
pointcloud model of every tool-pose considered was subse-
quently used for two purposes. On the one hand, it was sent
to the processing modules for 3D feature extraction (detailed
in Section III-C). On the other, it was used to determine
the position of the tooltip with respect to the robot hand
reference frame, required to extend the kinematics of the robot
to incorporate the tip of the tool as the new end-effector for
further action execution.

Once the tool was grasped and the robot’s end-effector
successfully extended to the tip of the tool-pose, the robot
performed a series of exploratory actions in order to discover

(a) Grasp parameter ϕ controls
the rotation around the tool’s
handle axis. Therefore, right
orientation corresponds to ϕ =
−90◦ , front to ϕ = 0◦, and
left to ϕ = 90◦.

(b) Diagram of the parametrized
drag action. The tooltip is initially
placed slightly behind the object,
and then the tool is displaced
15 cm along the radial direction
given by θ. In the real setup, only
the actions displayed with full ar-
rows are performed.

Fig. 3: Parameters controlling tool-pose and interaction: (a)
Grasp and (b) Action.

the tool-pose’s drag affordance. Specifically, a 15 cm radial
drag action was executed upon a small target object along
directions at intervals of 90 degrees on the real robot and 45
in simulation (resulting in 4 actions per trial in the real robot
and 8 in simulation, as illustrated in Figure 3b).

The target object was a small cube of 6 cm in side placed
before each action execution at a spot on a table randomly
chosen at 40 ± 4 cm in front of the iCub and 10 ± 4 cm
to its right (x ≈ −0.4, y ≈ 0.1, z ≈ −0.13 in the iCub’s
reference frame). The object was tracked by a segmentation
algorithm based on Ojala’s Local Binary Pattern technique
(implemented from [70]), so the specific starting position could
be modified, as long as the working space in each direction
allowed the robot to perform the dragging action without
colliding with itself (when pulling) or going out of reach limits
(when dragging away).

On each action execution, the robot first positioned the
tooltip above the target object and then lowered it to the table
plane, in order to avoid pushing the object when reaching for
it. Then, the drag was executed in the given direction, and
subsequently, its effect computed as the Euclidean distance
that the object had been displaced on the table’s plane. An
image of the iCub reaching for the target cube in simulation
and the real setup can be observed in Figure 4. As mentioned
above, this experimental scenario was devised so that actions
were safe and the effect could be computed automatically, as
well as so that with a relatively simple repertoire of actions,
different tool-poses could achieve distinct effects.

The total duration of the data gathering phase was of about
15 hours in simulation and in the real setup, estimating roughly
an average of 10 seconds per action execution in simulation
and 20 in the real setup (due to the longer time required to
estimate the target object’s final position and to reposition it
after each action), plus some extra time to load/grasp and



Fig. 4: Experimental setups in the real robot (left) and simulation (right). The frames on the upper right of the robot image
show its perspective on the action, with the superimposed end-effector extension to the tool’s tip. On the lower right side,
the corresponding oriented pointcloud model is shown, whereby the displayed coordinate origin represents the hand reference
frame.

Fig. 5: Representation of the tool and hand reference frames.
The hand reference frame (< H >, center) is defined by the
robot kinematics. The tool’s reference frame (< T >, left)
is set so that the origin is at the lowest point on the tool’s
model, the X axis points in the direction of the tool effector,
and the tool’s handle goes in the direction of -Y. This way,
if the tool is grasped with its effector looking to the front
and its handle upwards (along the direction of the extended
thumb), < H > and < T > coincide. This is therefore
considered to be the tool’s canonical pose, < T >can, and
the pointcloud model is thus the canonical one. The oriented
pointcloud model corresponds to the pointcloud representation
of the tool which matches the position of the actual tool in
the hand, expressed with respect to the reference frame of the
hand, i.e. < H > (right).

find the pose of each tool. On the second phase, all the
data recorded by the robot –tool-poses’ functional features
and corresponding affordance vectors– were used to train
the system to predict, given a tool-pose, the effect of all
the actions in the repertoire, as detailed below in Section
III-D. On the test phase, the generalization capabilities of the
trained system were evaluated with two different procedures.
On the first one, employed to assess the general prediction
capabilities of the system, the system’s performance was
assessed by comparing the predictions returned by the model
to the previously recorded affordance vectors. On the second
one, the iCub predicted the affordances of tool-poses not seen
during training, and used these predictions to select the best
actions for a given task, as described in Section III-E.

C. 3D features for tool-pose representation in interactive
scenarios.

In the context of tool affordance learning, the way in which
tools are represented determines the generalization capabilities
of the proposed method. For example, a method which repre-
sents objects solely by given labels (as in the early work [18]
and [19]), will not be able to generalize the learned affordances
to any object outside the initial training set. On the other hand,
care must be taken when defining the representation, because
it can quickly lead to feature spaces too large to be explored,
especially on a real robotic setup.

Moreover, most robotic tool affordance studies represent
tools as external elements, independent of the robot which
handles them. However, we believe that complete understand-
ing of tool affordances can only be achieved if we consider
the way in which tools are being grasped. Therefore, on the
present study we applied the Oriented Multi-Scale Extended
Gaussian Images (OMS-EGI) descriptor, a holistic descriptor
specifically devised to represent grasped radial tools in in-
teraction scenarios, proposed in [2]. OMS-EGI encapsulates



Fig. 6: OMS-EGI Computation Steps: First, the 3D pointcloud model of the tool grasped by the robot is loaded from memory
and rotated to obtain the oriented pointcloud model (a). Then, the oriented pointcloud model’s Axis-Aligned Bounding Box
(AABB) is computed w.r.t. the hand reference frame axes (b). At the same time, the orientation of the surface normals is
computed for the whole pointcloud (c). On the next step, the volume enclosed by the AABB is iteratively divided into octants
D times, generating voxels of different resolution levels l (d). Then, a histogram of the normal orientations of the surface
enclosed in each voxel is computed (e). Finally, all histograms are concatenated in order to build the OMS-EGI feature vector.
For visualization purposes, only one resolution scale is displayed. Normal values and normal histograms are represented with
colors by mapping XYZ angular values to RGB color values, and XYZ histograms to RGB histograms and averaging over
color space.

in a compact way the geometrical properties of a tool on
a particular grasp configuration as a whole, simultaneously
encoding information about its spatial occupation with respect
to the hand, and its surface geometry. In brief, the OMS-
EGI representation of any tool-pose is obtained by computing
voxel-wise normal histograms from iterative octree divisions
of its Axis Aligned Bounding Box (AABB). The pseudo code
of the process is reported in Algorithm 1, while a visual
representation and description of the steps taken is displayed
in Figure 6.

The reason why this descriptor is able to incorporate in-
formation about how the tool is being grasped is that it is
computed from the tool-pose’s oriented pointcloud model,
which represents how the robot is actually holding the tool.
Moreover, the voxels from which the surface histograms are
obtained are computed as iterative subdivisions of the Axis-
Aligned Bounding Box, so their concatenation order and
orientation depends on the robot’s hand reference frame, not
on how the tool is oriented. Therefore, the same tool in
different orientations will produce different OMS-EGI vectors.

Furthermore, the information about the tool’s pose and ge-
ometry is conveyed in terms of surface information and spatial
occupation, the former encoded in the normal histograms and
the latter represented by which voxels contain histogram data
and which are empty. These two sources of information are
weighted in function of the values of following parameters:

• N : The number of bins into which the possible values
of the angular directions of the surface normal in each
dimension X,Y, Z are divided to form the voxel-wise
histograms. It reflects the accuracy with which each
voxel-based EGI will represent the normals contained in
its corresponding voxel.

• D: Depth represents how many times the AABB is
divided into octants to form voxels. At each resolution
level l = 0, . . . , D, the number of voxels resulting from

the division is 8l (thus the name ”octant”). N represents
thus the resolution at which the voxel-based EGIs will be
computed, by controlling the number and size of these
voxels.

Therefore, by setting different pairs of parameters, the
OMS-EGI descriptor allows us to study whether affordances
are better learned based on the tool-pose’s spatial information
(high D and low N ), surface information (low D and high
N ), or a balanced combination of both (similar values to D
and N ). We conducted such an evaluation by comparing the
predictive performance of the following 3 settings:

• Balanced information (BALAN): Setting N = 2 and
D = 2, the feature vector corresponds to a balanced
OMS-EGI, as applied in [2], where both surface and spa-
tial information are represented. The length of the OMS-
EGI vector with BALAN settings is of LBALAN

eff = 296.
• Spatial information (OCCUP): If N = 1, all normals

in each voxel are assigned to the same bin irrespective of
their orientation, and therefore the full histogram can be
subsumed to a single value. On voxels where any point of
the oriented pointcloud model is present, this value is 1,
while on empty voxels the value is 0. Therefore, setting
N = 1 transforms the OMS-EGI into an axis aligned
binary occupancy grid. In the present study, D is set to
3 so that the total length of the feature vector is similar
to the BALAN setting; : LOCCUP

eff = 293.
• Surface information (EGI): When D = 0, the only

voxel considered corresponds to the AABB of the ori-
ented pointcloud model, without further subdivisions.
Therefore, the OMS-EGI is equivalent to the original EGI
of the object [71], provided a certain histogram resolution
function of N . In this case, N is set to 6 so that the
length of the feature vector is in a similar range of the
other settings; LEGI

eff = 216.



Algorithm 1 OMS-EGI Feature Extraction
1: omsegi = compute omsegi(model or, Depth, NumBins), where
2: model or = oriented pointcloud model,
3: initialization:
4: AABB← findAABB(model or)
5: normals← compute normals(model or)
6: oms-egi← []
7: loop:
8: for level = 0→ Depth do
9: voxel list← compute voxel grid(AABB, level)

10: for all v ∈ voxel list do
11: if is empty(v) then
12: oms-egi← concatenate(oms-egi, (0 0 ... 0))
13: else
14: norm hist← comp norm hist(normals, v, NumBins)
15: oms-egi← concatenate(oms-egi, norm hist)
16: end if
17: end for . End voxel loop
18: end for . End depth level loop

D. Parallel mapping from tool-pose features to affordances

When considering tools whose affordances depend solely
on their geometry, it can be assumed that in general, tools
with similar geometry will offer similar affordances. That is
why most affordance studies only consider a limited number
of possible outcomes of robot actions, either by performing
automatic clustering of the perceived effect ([39], [27], [33],
[4]), or by predefining effect categories to which the observed
effects are assigned [72], [25]. Similarly, it is a common
practice in studies where objects or tools are represented by
features to cluster them before further processing [23], [2].
However, it is frequently the case that these discretization steps
are imposed on a data space (of measured effects, or object
features) which is relatively homogeneously distributed, often
leading to thresholds or boundaries separating similar data
points. Moreover, the within-cluster differences that may be
present in these measurements or features are subsumed into
the cluster label and ignored when learning the objects or tools
affordances.

In the present study, tool affordances are represented by
the mapping between tool-pose features X ∈ RLeff , which
describe the tool and grasp pose applied, and affordance
vectors Y ∈ RK , which determine effect in function of the
action for any given tool-pose (see Section III-B). Leff is
the length of the tool-pose feature vector and K the number
of actions considered, which determines the length of the
affordance vector. The proposed architecture enables learning
the mapping between these two spaces, f : RLeff → RK ,
without the need to set categorical boundaries in any of them.

To that end, both spaces were mapped first onto respective
2-dimensional Self-Organized Maps, referred henceforth as
tool-pose SOM and affordance SOM. Then a regressor model
was trained to learn the mapping from the coordinates of the
tool-pose features on the tool-pose SOM to the coordinates of
the corresponding affordance vectors on the affordance SOM.
Applying dimensionality reduction in the original spaces limits
the complexity of the subsequent supervised regression prob-

lem by reducing the original problem of finding f : RLeff →
RK to f : R2 → R2, being K > 2 and Leff >> 2. Thereby,
it helps preventing the numerical errors due to overfitting that
commonly occur in classifiers when the dimensionality of the
input space is larger or of the same order as the number of
available samples.

Moreover, as dimensionality reduction is an unsupervised
procedure, data augmentation techniques can be applied to
obtain an enough number of unlabeled samples with which
to perform it. In the present scenario, data augmentation was
achieved by extracting extra tool-pose features from slight
rotations of the oriented pointcloud models recorded in the
experiment. These were “unlabeled” in the sense that they
did not have a corresponding affordance vector to which
they could be mapped. This allowed the tool-pose SOM to
be trained with a number of samples much larger than the
dimensionality of the input space.

SOMs were chosen over other dimensionality reduction
methods because they allow to map new data points incre-
mentally (unlike, for example, t-SNE [73]), and they maintain
to a great extent the topology of the data in the original high-
dimensional space [74]. Moreover, each neuron in a SOM has
an associated prototype vector which, after training, approxi-
mates the values of the input vectors mapped to that neuron
and can thus be used for inverse mapping. This characteristic
provides a mechanism to retrieve predictions in the original
affordance vector space from the lower dimensionality regres-
sion results. In that sense, prototype vectors are analogous
to cluster centroids (used in [4]), but unlike them, which are
by definition distinct from each other, prototype vectors can
gradually vary from neuron to neuron, given an enough amount
of neurons to represent the original space. Therefore, they
provide a fine grained representation of the original space, and
avoid the need to predefine any number of clusters into which
to divide it. Similar techniques involving 2 parallel SOMs have
been used in [75] for multimodal object learning, and [33],
[34] for object affordance learning, but applying very different
data modalities, and learning and prediction methods.

After dimensionality reduction, the second step of the pro-
posed tool affordance learning method consisted in learning a
regression model between the low dimensional representation
of the tool-pose features and of their corresponding affordance
vectors. The regressor was implemented using Generalized
Regression Neural Networks (GRNN), a modification of radial
basis networks which is able to approximate arbitrary func-
tions and avoid local minima in 1-pass training [76]. These
networks depend on the regularization parameter σ, which
controls the spread of the radial basis functions. The best
value of σ for each model was found by performing recursive
line search1. In order to train the GRNN model, first we
computed the best matching units (BMUs) of all the train tool-

1Recursive linesearch was conducted by evaluating the accuracy of the
regressor at equally spaced values of σ with 5-fold cross validation, and
iteratively exploring values at smaller distances centered around the value with
the best accuracy on the previous iteration, until the accuracy improvement
among consecutive iterations was under a certain threshold.



pose features and affordance vectors on their corresponding
SOMs, and obtained their coordinates. We refer to the set
of coordinates of the BMUs corresponding to the tool-pose
features as XSOM ,∈ R2, and to the set of those corresponding
to the affordance vectors as YSOM ,∈ R2. Finally, the GRNN
model was trained by feeding XSOM as input and YSOM as
target, so the desired mapping function f(XSOM ) → YSOM

was learned.
As mentioned above, one advantage of the proposed method

is that the SOM prototype vectors can be applied to yield
predictions in the original space of affordance vectors, that
is, the expected effect of executing any of the actions in the
repertoire with the given tool-pose. In order to achieve this,
the first step was to extract the tool-pose feature vector x ∈ X
that represents the tool-pose being held from which we want
to predict the affordance vector. The obtained feature vector
x was then mapped to the trained tool-pose SOM, and the
coordinates of its BMU, xSOM , computed. These coordinates
were subsequently fed to the trained GRNN model, which
in turn predicted the coordinates ŷSOM on the affordance
SOM. Finally, the predicted affordance vector ŷ was given
by the prototype vector of the closest neuron to the predicted
coordinates ŷSOM .

E. Prediction based action selection

The methods described above enable the robot to predict the
affordance vector of any tool-pose, i.e., the expected effect
for any of the actions in the repertoire. Therefore, if the
predictions are accurate, this knowledge would allow the robot
to select the action with the best expected effect for any
desired task achievable through its action repertoire. In order
to evaluate the extent to which the proposed methods can lead
to successful action selection for a certain task with any of the
considered tool-poses, we devised a secondary test experiment,
which we refer to as Action Selection experiment.

In particular, the task chosen was to achieve the maximum
possible displacement on the target object, given a certain tool-
pose. Therefore, in this experiment the robot received a tool
in a certain pose –loaded in simulation and handed by the
experimenter to the real robot–, predicted its affordance vector
based on its OMS-EGI features, as described in Section III-D,
and executed the drag with the angle parameter predicted to
generate a larger displacement. After the action execution,
the actual achieved effect was measured in order to evaluate
the success of the given task. In order to provide a good
assessment of the generalization capabilities of the proposed
learning architecture, we applied leave-one-out data separation
scheme, which meant that every time a tool was tested, it had
not been used at any step of the training process, in any of its
poses.

IV. RESULTS

A. Experimental data collection and separation

Experiments in the present study were carried out in simula-
tion as well as on the real iCub Humanoid robot. In simulation,
the tool set consisted of 50 tools, while in the real setup, 15

tools were used instead (see Figure 2). Each tool was used
by the robot in 3 different orientations, right, front and left,
making up to 45 considered tool-poses on the real robot and
150 in simulation.

Interaction data was gathered by performing 4 experimental
trials with each tool-pose, where each trial consisted of a
cycle of 4 drag actions in the real robot and 8 in simulation,
performed as described in Figure 3b. As a result, 180 trials
corresponding to 720 actions were performed on the real setup,
and 600 trials corresponding to 4800 actions in simulation.
On each of these trials, the recorded data consisted of the
affordance vector representing the recorded effects of the
actions performed in each action cycle, and the OMS-EGI
feature vectors used to describe the tool-pose being used
to perform those actions; EGI, BALAN, OCCUP, and in
the real setup, the deep learned features. In order to have
more data to improve the unsupervised training of the tool-
pose SOM, the number of samples per tool-pose of each of
these OMS-EGI variants was increased by 30 by applying the
“data augmentation” method described in Section III-D. This
number was selected in order to have a number of OMS-EGI
samples considerably larger than its dimension to perform the
unsupervised training of the tool-pose SOM. Meanwhile, the
deep learned features were extracted from around 25 different
observations of each tool-pose.

On every evaluation scenario (simulation or real robot setup,
with EGI, BALAN or OCCUP feature set), the data gathered
was divided into training and testing sets to evaluate the
presented methods. In order to provide a more complete
assessment of their performance, we applied two different
data separation schemes. The first separation scheme served
to evaluate the general predictive performance of the proposed
method, and was achieved by randomly selecting the data
corresponding to 1/4 of the trials for testing, and keeping
the rest for training. We refer to this separation scheme as
RAND. The second separation scheme assessed the capability
of the proposed methods to generalize the learned affordances
to previously unseen tools. For that end, we performed tool-
wise 1-out separation where on each run, the data from all
the trials corresponding to a given tool (in all its poses) were
used for testing, and the data from the rest of the tools used
for training. This scheme is referred to as 1OUT.

B. SOM-based unsupervised dimensionality reduction

As described in Section III-D, the first step in the proposed
method for affordance learning is to map the spaces of
tool-pose features and affordance vectors onto corresponding
SOMs. In the current study, both SOMs were chosen to have
a hexagonal lattice of 15 × 20 units, which provided a good
compromise between representation resolution and training
time required.

The tool-pose SOM was trained using all the OMS-EGI
vectors not used for testing the affordance prediction, that
is, all the OMS-EGI vectors corresponding to the affordance
vectors on the train set, plus all the ones obtained through data
augmentation. The results of this mapping process can be ob-



(a) Trained tool-pose SOM, from simulation data.

(b) Trained tool-pose SOM, from real setup data.

Fig. 7: Trained tool-pose SOMs with BALAN parameter
settings in simulation (a) and real setup (b). On the underlying
hexagonal grid, each dot represents a neuron on the SOMs.
The red figures on top of some neurons represent the model of
the tool-pose whose OMS-EGI feature activated that neuron.
The color of the dot codes the tool type and pose, as in
Figure 1. Grey neurons correspond to neurons which were not
activated by any tool-pose’s OMS-EGI vector in the training
set. To avoid cluttering, only a fraction of all the tool-poses
generated with the data augmentation process are shown.

served in Figure 7. As can be observed, both tool-pose SOMs
show similar tool-poses clustered together. Interestingly, tools
from the same category tend to be clustered closely if they
have the same orientation, while similar tools with different
orientations are in most cases further apart. This results attest
that the OMS-EGI descriptor preserves relevant information of
the tool’s geometry and orientation, and that the dimensionality
reduction step is able to retain it, rendering the tool-pose SOM
coordinates a reliable representation of the considered tool-
poses.

The affordance SOM, on the other hand, was trained with

(a) Trained Affordance SOM, from simulation data.

(b) Trained Affordance SOM, from real setup data.

Fig. 8: Trained affordance SOMs from data gathered in simula-
tion (a) and on the real setup (b). On the underlying hexagonal
grid, each dot represents a neuron on the SOMs. The color
vectors on top of some neurons represent the affordance vector
that activated those neurons, where the colors encode the
tool type and pose that activated that neuron, as in Figure
1. Neurons represented by a gray dot correspond to neurons
which were not activated by any affordance vector in the
training set.

affordance vectors from the training set, all of which had cor-
responding tool-pose vectors. Results are displayed in Figure
8. In these maps we can observe how most tools of the same
type in the same orientation (indicated by color) generated
similar affordance vectors, which supports our hypothesis that
similar tool-poses have similar affordances, although some
exceptions can be observed (some yellow-orange and reddish
affordance vectors, corresponding to sticks and shovels, are
quite spread). Moreover, these maps explicitly display the fine-
grained representation of affordances mentioned above, which
can be observed in the gradual variation of the affordance
vectors throughout the SOM.



C. Prediction of tool-pose affordances

The performance of the proposed method for affordance pre-
diction was evaluated by comparing the predicted affordance
vectors Ŷ for the test set of tool-poses with the affordance
vectors Y previously recorded for those tool-poses, for all the
evaluation scenarios (different setups, data separation schemes,
and OMS-EGI parameter settings). In each case, a baseline
performance was also computed in order to compare the
prediction results achieved by the trained system against the
results obtained in the absence of learning. The baseline
was defined as the prediction performance achieved when
the prediction models were trained with data in which the
correspondence between tool-poses and affordance vectors
was broken, which was achieved by shuffling the indices of
XSOM and YSOM before being fed to the GRNN for training.

Prediction performance was measured in terms of the Mean
Absolute Error (MAE ), which represents the average absolute
distance between the predicted affordance vectors Ŷ and the
recorded ones Y . Accordingly, the learning performance was
assessed by means of the percentage of improvement (PI),
which indicates how much better the trained system performed
when compared to the baseline one, so that if nothing was
learned –prediction error had not improved– PI would be 0%
while if error was reduced to 0, PI = 100%. Formally:

MAE =
1

N

N∑
abs(Y − Ŷ ) (1)

where N is the number of test trials, and

PI = 100
(MAEBL −MAE

MAEBL

)
(2)

Table I displays the prediction error in each of the evaluation
scenarios with the proposed 3D features, expressed in terms
of the MAE computed as the average from 50 runs in
RAND data separation mode and as many runs as tools were
considered in the 1OUT data separation mode (15 in the
real setup and 50 in simulation). For comparison, Table II
displays the results obtained when, instead of the proposed
3D features, the affordance models were trained and tested
with the deep learned features extracted from layer FP7 of
the off-the-shelf AlexNet CNN used to recognize the tools
(only applicable in the real setup). In Figure 9 the comparison
between the recorded affordance vectors and those predicted
by the model trained with 1OUT data separation scheme using
BALAN features (which was chosen for the Action Selection
experiment) can be observed graphically.

D. Action Selection

The last evaluation step consisted in applying the learned
models to select, given a tool-pose not observed during
training, the best action for the task of achieving maximum
displacement of the target object, as explained in Section
III-E. Therefore, the actions executed by the robot depend on
which of the learned models we apply. In order to ensure
fair evaluation, this test was carried out using models trained
with the 1OUT data separation scheme, so that the data

corresponding to the tested tool had never been used to
train the models used to predict its affordances. Concerning
the OMS-EGI feature parameter setting used to trained the
models, it can be observed in Table I that in simulation
the models learned using OCCUP parameter settings perform
slightly better than the rest for the 1OUT data separation
scheme, in terms of the achieved PI . However, in the real
setup the performance of the models trained with OCCUP
decreases considerably, when compared with the performance
of the models trained with the other OMS-EGI parameter
settings. Therefore, we chose to perform the action selection
test applying the models trained with BALAN parameter
settings, which provide more consistent performance among
both scenarios. For each test tool-pose, thus, the robot obtained
a prediction of its affordance vector from the model trained
using 1OUT data separation and BALAN OMS-EGI settings,
and executed the action with maximum expected displacement,
as described in Section III-E. This procedure was run twice
for each tool-pose, yielding the results that can be observed
in Figure 10.

Based on these results, the degree of accomplishment of the
given task was assessed by comparing the achieved effects
against an action selection baseline, which was defined for
each tool-pose as the median effect among all effects recorded
for that tool-pose during the data gathering part of the experi-
ment. In principle, if actions had been selected at random, the
achieved effect would be over this baseline 50% of the times.
Figure 10 shows the displacement that the robot achieved using
the best action for each of the tested tool-poses, alongside the
corresponding baseline and the maximum effect of any actions
observed during the data gathering phase. The overall degree
of task success was measured in two ways similar to [25], in
order to allow for comparison. On the one hand, we measure
the Success Rate S as the percentage of times that the effect
achieved by the selected action was higher than the baseline.
On the other, we measured the Gambling Score G, which
is computed by subtracting the number of unsuccessful trials
(UT ) times the number of possible unsuccessful options (UO)
(in this case one, effect below the baseline) to the number of
successful trials (ST ), divided by the total number of trials
(T ), so that a random action selector would lead to G = 0%,
and a perfect one to G = 100%, that is:

G = (ST − (UT · UO))/T (3)

The results for simulation and real setup, separated by tool
type, can be observed in Table III.

V. DISCUSSION AND FUTURE WORK

In the current study we presented a set of methods that
allows a robot to learn tool affordances through interaction
with its environment, considering also the pose in which the
tools are grasped. These methods were tested on the iCub
robot by means of comparing recorded effects of tool use
with predicted ones, as well as using the prediction to select
actions with previously unseen tools. The results show that
the proposed methods enable the iCub to learn and accurately



(a) Simulation (b) Real

Fig. 9: Predicted effect (red) against recorded effect (blue) with variance (vertical lines), for (a) Simulation and (b) Real setup,
using the 1-OUT data separation scheme and BALAN parameter settings. Each row of subplots corresponds to the aggregated
data of all tools in a tool category (hoe, rake, etc), separated by pose (on columns). In all graphs, X axis corresponds to the
angle of the drag action, from θ = 0◦ to 315◦, and the Y axis to the displacement (predicted or measured) in meters.

SIM BALAN EGI OCCUP
MAE MAEBL PI(%) MAE MAEBL PI(%) MAE MAEBL PI(%)

RAND 2.7±0.19 5.02±0.18 43.4 2.77±0.24 5.01±0.2 44.6 2.60±0.19 4.99±0.23 47.7
1OUT 3.32±1.7 5.12±0.97 35.7 3.31±1.84 5.07±0.9 34.6 3.12±1.87 4.97±0.98 37.2

REAL BALAN EGI OCCUP
MAE MAEBL PI(%) MAE MAEBL PI(%) MAE MAEBL PI(%)

RAND 2.46±0.23 5.75±0.35 57.3 2.4±0.26 5.67±0.38 57.7 2.25±0.19 5.74±0.33 60.8
1OUT 3.58±0.81 5.81±1.54 38.3 3.99±1.3 5.71±1.3 30.1 4.15±1.87 5.51±1.17 24.6

TABLE I: Mean Absolute Error (MAE , in cm), Baseline (MAEBL, in cm), and Percentage of Improvement (PI , in %) average
and variance for each evaluation scenario.

REAL AlexNet FP7 feats
MAE MAEBL PI(%)

RAND 3.18 5.71 45.6
1OUT 5.53 5.76 4.01

TABLE II: Prediction results obtained with the DL features.

SIM hoes hooks rakes sticks shovels Total

S(%) 100 90 96.7 50 66.7 80.67
G 100 63.3 86.7 0 40 56.7

REAL hoes hooks rakes sticks shovels Total

S(%) 100 88.9 88.9 77.8 88.9 88.9
G 100 77.8 77.8 44.4 77.8 75.6

TABLE III: Action selection performance results, in simula-
tion and the real setup.

predict tool affordances based on their geometry, and to
successfully use this knowledge to select valid actions to
achieve a displacement task on the target object.

The prediction results evince that even in the presence of
unknown tools, the proposed methods are able to successfully
generalize the knowledge learned for similar tools, and apply
it to correctly predict the effect the tool will generate for any
considered action. This can be observed in the substantial
reduction of the prediction error, reflected in the PI values
displayed in Table I, as well as in the close match between
the predicted and the recorded affordance vectors illustrated
in Figure 9.

Observing the individual results for each of the OMS-EGI
parameter settings in the different scenarios, it is noteworthy
the degradation of the 1OUT results obtained with the OCCUP
descriptor on the real setup when compared with simulation,
which does not happen for the other OMS-EGI settings. This
can be explained by the fact that the small variations performed
in the tool-poses in order to obtain the data augmentation
samples do not modify in essence the occupancy of these



(a) Action selection experiment results, in simulation.

(b) Action selection experiment results, in the real setup.

Fig. 10: Results of the Action Selection experiment by tool-pose (a) simulation and (b) real setup. The average of the 2 effects
measured from execution of best expected action for each test tool-pose (orange) is displayed against the baseline for that
tool-pose (red), and its maximum effect achieved during the data gathering phase (dark-blue). All tool-poses are considered,
but only tool names are added on the X axis in order to prevent clutter.

oriented pointclouds within their bounding box. Therefore,
all samples from each tool-pose get mapped to the one or
at most a few BMUs. On the real setup, where the number
of tool-poses is small, this concentration of training samples
onto a few prototypes implies that the SOM is not able to
provide a gradual representation of the tool-pose features, and
therefore might not represent well new tools that had not
been used to train this map, leading to poor predicting perfor-
mance. On simulation, although data augmentation samples
from OCCUP settings still tend to coalesce in one or few
BMUs per tool-pose, the much larger number of tool-poses
considered makes this concentration effect less relevant, as a
gradual variation of tool-pose representation along the SOM
is provided nevertheless. With BALAN parameters (as well as
EGI), on the other hand, small rotations do vary the surface
normals considerably, and thus the resulting feature vector.
Thus, activations from different samples of the same tool-pose
tend to be more spread on the SOM, which in turn results
in a more gradual representation of tool-pose features, more
capable to accommodate features from new tool-poses.

Taking into account this effect, the BALAN OMS-EGI
parameter setting provides the most reliable information to
predict tool-pose affordances. We believe this is due to the
fact that it can better benefit from the data augmentation
technique to improve the unsupervised mapping, while at the
same time integrating relevant information about the model’s
surface directions and its occupation of space (relative to the

robot’s hand).
The results obtained with the off-the-shelf deep learned

features show that in the RAND scenario, the performance
of the off-the-shelf deep learned features is as good as that
obtained with the proposed 3D features. In this scenario, the
prediction problem is akin to a discrimination task, where
similar instances of previously seen classes (tool-poses) have
to be associated with their corresponding outputs (affordance
vectors). However, when the task consists in predicting the
output for instances of classes that had not previously been
seen by the system, such as in the 1OUT scenario, the per-
formance of deep learned features dropped to almost chance
levels. These results suggest that tool representations based
on their pose and 3D geometry correlate much better with
the affordances that those tools can offer than those based on
invariant 2D properties. In general, this indicates that despite
the unquestionable performance of deep learned features in
traditional computer vision scenarios such as detection and
classification, other kind of features such as the proposed ones
can be more suited in interactive scenarios like the present one
where the physical properties and position of the object matter.

On the results from the action selection phase of the
experiment, displayed in Figure 10 and Table III, we can
observe that the predictions yielded by the proposed method
enabled the iCub to select the desired action for a given
task with a high degree of success, as shown by the large
percentage of effects generated over the baseline. Yet, in some



cases the selected action does not produce a large displacement
of the object as expected. By careful examination of the
recorded affordance vectors for each tool-pose, we observed
that the trials where the selected action failed to achieve
maximum effect usually corresponded with situations in which
a given tool-pose, or tool-poses with similar geometries, did
not offer consistent affordances, that is, achieved different
effects for the same action. This effect was more pronounced
on simulation, where sometimes small contacts generated
unpredictable effects, which prevented proper learning of these
tool’s affordances. In particular, we observed that due to errors
in collision calculations, when a tool pushed the target object
down against the table, there were some chances that the
object would “jump” a few centimeters away in any direction.
This situation happened with tool-poses where the tooltip was
situated in the same vertical axis as the handle – sticks, hooks
oriented to the front, and some shovels oriented to either side
– and explains the poor results obtained with these tool-poses.

On the other hand, for those tool-poses which offered
consistent affordances, such as hoes, rakes, hooks oriented
to the side and most shovels in simulation, and all tools on
the real setup, the selected actions led to successful effects
with a high degree of accuracy (up to 100% in the case of
rakes). These results indicate that the proposed methods were
able to accurately predict the tool-pose affordances from their
geometry, and apply this knowledge to select suitable actions
to achieve the given task, even with previously unseen tools.

In order to assess the achieved results in the context of
the state-of-the-art, we compared our results with the ones by
Gonçalvez et al. [25], as it is the only study, to the best of our
knowledge, performed in a similar setup and with comparable
actions and effects. In our study, the Gambling score G in
simulation gets seriously penalized by the inaccuracies on the
prediction of the sticks affordances, which indeed perform as if
predicted at random, and therefore is on average lower than on
their study. On the other hand, in our study the overall accuracy
is nevertheless around 6.5% higher. On the real setup, however,
it can be observed that our method provides a substantially
higher score, with over a 10% increase in both measurements.
An important factor to take into account, moreover, is that in
our study we consider 8 possible directions and 150 different
tool-poses in simulation and 45 tool-poses in the real robot,
while in [25], only 4 tools and 4 push directions are considered
in simulation, and 1 tool and 1 action on the real robot.

However, our focus on the representation and generalization
among tools came at the expense of necessary simplification
in the representation of the rest of the elements present in the
affordance and in the implementation of the methods used
by the robot to explore its environment, which reduce the
autonomy of the presented method.

Concerning the representation of the affordance elements,
we acknowledge that the action repertoire and possible grasps,
as well as the way in which the effect is measured, are
quite limited. While the presented learning methods could in
principle cope with higher dimensionality in inputs and outputs
thanks to the dimensionality reduction step, increasing the

complexity of these elements, specially the action repertoire,
could easily lead to search spaces impossible to explore
sufficiently on a real robotic setup unless other constraints
are in place. In a similar way, we have only considered the
location of the target object, disregarding any properties such
as geometry or material. We acknowledge that these properties
do influence the effect of actions on the object, but as in the
previous literature [40], we assume that it can or has been
learned in previous stages of the robot development.

Regarding the method’s autonomy, we claim that the pre-
sented method is self-supervised in the sense that all the
elements required to learn the affordance are obtained automat-
ically by the iCub, and their relationship learned without any
need of human labeling, which renders the learned knowledge
meaningful for the iCub itself. This approach constrains the
type of affordances that the robot can learn to those that it can
safely generate, and automatically identify, which would be a
much harder challenge for other actions such as hammering,
cutting or scooping. This is in contrast to computer vision
affordance learning methods, whose goal is to predict a set
of human labeled affordances, and therefore can in principle
learn any affordance a human can generate, but would be
meaningless for any robot, unless otherwise transferred or
verified (as in [50]).

Nevertheless, there are some aspects that substantially limit
the autonomy of the presented method, understood as the need
for human intervention in order to learn affordances. First,
the exploration strategy consisted on the repetition of a set
of predefined actions, and occurred off-line (before learning).
More efficient methods exist in the literature, based on active
exploration and even intrinsic motivation [77], [78], but we
decided to apply exhaustive exploration in order to obtain full
affordance vectors, on which the presented learning system
is based. Also, we assume that full 3D models of all the
considered tools are available, which would not be the case if
encountering a new tool. 3D reconstruction techniques have
been proposed in the literature from depth or image data
[79], [80], [81], both available in the iCub. However, the low
resolution of the cameras and their variable baseline make
the implementation of these methods on the iCub a non trivial
enterprise, out of the scope of this study. Work in this direction
is already ongoing, which should in the future allow the iCub
to reconstruct 3D models of the available tools online.

Another limitation of our approach is the current lack of
support for tool selection, given that every trial starts with the
tool already being held by the robot. However, if combined
with some method for tool recognition, such as the one
presented in [69], the present architecture could be applied
as a forward model, which would predict the affordances of
a number of “common” grasps of the available tools, and use
the best prediction to select tool and pose. Of course, most
effects can be achieved by many different tool-poses, so extra
constraints and evaluations would have to be put in place to
limit the selection process. Moreover, at present time the iCub
is unable to autonomously grasp a tool from a table with a
radial tool grasp and a desired orientation, so even if it was



able to choose a tool, it should be handed correctly by the
experimented. Nevertheless, a lot of work is being put into
improving the grasping capabilities of the iCub, and not only,
so we hope that in a near future this problem will be overcome.

VI. CONCLUSIONS

In this paper, we presented a method to learn and generalize
tool affordances based on their geometry and the way in which
they are grasped, implemented and validated in the iCub robot
and its simulation on a large dataset of tools. The proposed
learning architecture performs dimensionality reduction of the
tool and affordance representations by mapping them on 2D
Self-Organizing Maps, whose coordinates are in turn mapped
by means of a GRNN regressor. Affordances are represented
in terms of affordance vectors, which merge together action
and effect. Tools, instead, are represented with three different
3D descriptors based on the tools’ 3D information, which
encapsulate the geometrical properties of a tool relative to the
way in which it is grasped. We also compare the predictive
performance of the proposed 3D descriptors against features
derived from deep convolutional neural networks, showing that
our description provides better generalization performance for
interaction scenarios. Finally, the best tool-pose descriptor in
terms of prediction is chosen to learn a model which the iCub
uses to select the best action for a given task of displacing
the target object. Results show that the proposed method
outperforms recent studies with similar scenarios, and indeed
allows the robot to select the best action for the given task
with a high success rate.
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[21] N. Krüger, C. Geib, and J. Piater, “Object-Action Complexes: Grounded
Abstractions of Sensorimotor Processes,” Robotics and Autonomous
Systems, vol. 59, no. 10, pp. 740–757, 2011.

[22] L. Montesano, M. Lopes, A. Bernardino, and J. Santos-Victor, “Model-
ing affordances using Bayesian networks,” in 2007 IEEE/RSJ Interna-
tional Conference on Intelligent Robots and Systems. IEEE, 2007, pp.
4102–4107.

[23] P. Osório, A. Bernardino, and R. Martinez-cantin, “Gaussian Mixture
Models for Affordance Learning using Bayesian Networks,” in Interna-
tional Conference on Intelligent Robots and Systems, 2010, pp. 1–6.

[24] B. Moldovan, P. Moreno, M. van Otterlo, J. Santos-Victor, and L. De
Raedt, “Learning relational affordance models for robots in multi-object
manipulation tasks,” 2012 IEEE International Conference on Robotics
and Automation, pp. 4373–4378, 2012.
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