This paper addresses the problem of bi-manual object handover with a humanoid robot, i.e. the task of passing objects from one hand to the other. Bi-manual coordination is fundamental for improving manipulation capabilities of humanoid robots. We propose a novel and effective pipeline that tackles the problem by using visual and tactile feedback to localize the object and maintain grasp stability during the task. Given the object in one of the robot hand (first hand), the object in-hand pose is estimated by a localization algorithm, which makes use of vision and tactile information. Then, the estimated pose is used to automatically choose a suitable pose for the second hand among a set of candidates, *a-priori* annotated on the object model. The selected pose is finally used to accomplish the handover task. The performance of our approach is assessed on a real robotic system, the iCub humanoid robot, on a set of objects from the YCB dataset. Experiments demonstrate that the proposed method allows performing proper and reliable handovers with different every-day objects.
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1. Introduction

The manipulation capabilities of humanoid robots can be significantly improved in many common tasks by using two hands at the same time. Bi-manual approaches double the robot workspace and allow solving problems that are unfeasible with a single arm, such as object re-grasping and manipulation of large and heavy objects.

In this paper, we focus on the bi-manual handover task, in which the robot passes an object from one hand to the other hand. This ability is fundamental in diverse manipulation contexts. For instance, in a pick-and-place scenario if the robot is given an object in its left hand and is asked to put it on a target location in right hand workspace, the most reasonable movement requires passing the object from the left to the right hand. Bi-manual transfer allows also re-grasping objects, which can be useful to achieve task-specific grip.

The first contribution of our work consists in a novel pipeline that allows performing the handover task with a real humanoid robot (the iCub humanoid robot [1]) and with different every-day objects. The pipeline takes advantage of our previous work on tactile-driven object manipulation and localization as well as self-touch, conveniently adapted and connected together for tackling the entire handover problem. The second contribution is the pose selection method for selecting the best pose for the handover task among a set of *a-priori* poses. The chosen pose maximizes the distance between the two hands and the manipulability index of a two-arms kinematic chain.

The paper is organized as follows. Section 2 reviews the state-of-art on bi-manual handover
systems. Then, Section 3 introduces the pipeline we designed, together with a detailed description of all its steps. Section 4 validates our approach by analyzing the results of each pipeline steps and showing a set of successful handovers performed by the robot with different every-day objects. Finally, Section 5 ends the paper with concluding remarks and perspectives for future work.

2. Related work

One of the earliest contributions on bi-manual coordination is [2], in which the authors address the problem of planning the path of two cooperating robot arms to carry an object from an initial configuration to a goal configuration amidst obstacles. The paper compares three 2D planning techniques with different arms – 2-DOFs\(^1\) and 3-DOFs – in different scenarios (without and with obstacles). This is a seminal work since it was the first to formalize the concept of transit and transfer motion planning (later defined as multi-modal motion planning [3]). These results were later extended to 3D planning [4, 5].

Another interesting work is described in [6], tackling pick-and-place task by planning the motion of a dual-arm robot. The starting and the goal configurations of the object constrain the robot to grasp the object with one hand, to pass it to the other hand, before placing it in its final configuration. This framework deals with the complete pipeline providing the grasping poses for arbitrarily-shaped objects, the solution of handover configurations and the actual control of robot’s movements. To improve the planner performance, a context-independent grasp list is computed offline for each hand and for the given object as well as an offline trajectory that will be adapted according to the environment. In [7], bi-manual re-grasping is cast as an optimization problem, where the objective is to minimize execution time. The optimization problem is supplemented with image processing and a uni-manual grasping algorithm based on machine learning that jointly identifies two good grasping points on the object and the proper orientations for each end-effector. The optimization algorithm exploits this data by finding the proper re-grasp location and orientation to minimize execution time.

Motion planning for bi-manual tasks on humanoid robots with a high number of DOFs requires computationally efficient approaches to determine the robot full joint configuration at a given grasping position. In other words, we require to solve the Inverse Kinematics (IK) problem for one or both hands of the robot. This problem is described in [8] where the inverse kinematics problem and motion planning is achieved by combining a gradient-descent approach in the robot pre-computed reachability space with random sampling of free parameters. This strategy provides feasible IK solutions at a low computational cost without resorting to iterative methods that could be trapped by joint-limits. The work described in [9] provides another approach to solve the IK problem for bi-manual coordination. In this case the novelty is that bi-manual coordination is solved by considering a single kinematic chain that includes both arms.

More recently, [10] implemented multi-arm handover using the transit and transfer motion planning framework proposed by [2]. In [11], a hierarchical approach to planning sequences of non-prehensile and prehensile actions was proposed by splitting the problem into three stages (object contacts, object poses and robot contacts), thereby reducing the size of search space.

In this paper, we propose a novel pipeline for object transfer, which makes use of the IK solution proposed in [9] and visual and tactile information for maintaining a stable grip and localizing the object in the hand. We also propose a new strategy for selecting the best pose for positioning the other hand.

3. Pipeline

\(^1\)Degrees of freedom.
The pipeline for bi-manual object transfer we propose is outlined in Figure 1. In practice, we ask the robot to pass a known object from one hand (that we refer to as first hand) to the other hand (named second hand). The entire pipeline can be divided in the following steps:

- **Stable grasp with the first hand**: the robot grasps the desired object with the first hand and it controls the grasp using tactile feedback. Grasp stabilization with tactile feedback is active during the entire execution of the task.
- **Point cloud acquisition and filtering**: the robot vision system provides 3D points of the closest blob in the field of view. Then, we properly filter the point cloud in order to extract only points belonging to the object surface, discarding instead those points that belong to the background or the hand.
- **In-hand localization**: a localization algorithm estimates the object in-hand pose by using the filtered 3D points.
- **Grasping pose selection**: the object model is a-priori annotated with a set of grasping poses reachable by the second hand. After the object is localized, we rank the candidates according to the distance from the first hand and the manipulability index of the two-arms kinematic chain. We then select the best pose for performing the handover.
- **Approaching strategy**: Both arms move until they reach the selected pose.
- **Stable grasp with the second hand**: the robot grasps the object with the second hand and, once the grasp is stabilized, the first hand releases the object. The bi-manual handover is finally achieved.

In the next paragraphs we fully illustrate each step together with the methodology we implemented.

### 3.1 Stable grasp with tactile feedback

A stable grasp of the object is essential throughout the execution of the entire handover task. In fact, the movements of the object can compromise the localization reliability or cause the object to fall while the arms are moving. To this end, we adopted the grasp stabilization strategy described in [13], performing a three-finger precision grasp with the thumb, the index and the middle fingers. In this section we briefly revise this method. Fig. 2 shows the overall control schema, which is made of three main components:

- **The low-level controller** is a set of P.I.D. force controllers, one per finger, which maintain a given force at the fingertips by sending an appropriate voltage signal to the motors actuating the proximal joints $\Theta_p$. We estimate the force at each fingertip by taking the magnitude of the vector obtained by summing up all the normals at the sensor locations.

![Figure 1. On the left: a sketch of the proposed pipeline. On the right: some snapshots from the execution of a real handover.](image)
Figure 2. Grasp stabilizer control schema. While grasping an object, the set $L$ of lengths of the edges of the triangle defined by the points of contact is used by the Gaussian mixture model to compute the reference values of the non-proximal joints $\Theta_{np}$ and the object position $\alpha_{ro}$. In order to reach $\alpha_{ro}$ and $g$, the high-level controller sets the appropriate force references $f^*$ of the low-level controller for each finger. The low-level force controller, in turn, sends voltage to the motors actuating the proximal joints to compensate the force error. The actual object position and the actual forces at the fingertips are represented by, respectively, $\alpha_{ao}$ and $f^a$.

- The high-level controller acts on top of the low-level controller and stabilizes the grasp by regulating the object position while delivering a specified grip strength. The object position $\alpha_{o}$, defined in Fig. 3, is controlled resorting to a P.I.D. controller that adjusts the set-points of the forces at each finger to reduce the final position error.

The grip strength is a weighted average between the force applied by the thumb and the forces applied by the index and middle as follows:

$$g = \frac{2}{3} \cdot f_{th} + \frac{1}{3} \cdot (f_{ind} + f_{mid}),$$  \hspace{1cm} (1)

where $f_{th}$, $f_{ind}$ and $f_{mid}$ are the forces at the thumb, the index and the middle fingers, respectively. This is obtained by exploiting some specific assumptions on the force model and the noise distribution, whose details can be found in [13]. The target grip strength is kept constant by choosing set-points of the forces that satisfy (1).

- The gaussian mixture model is a stable grasp model trained by demonstration. We collected several stable grasps using objects of different size and shape. The stability of a grasp was determined by visual inspection, avoiding non-zero momentum, unstable contacts between the object and the fingertips and grasp configurations that are close to joint limits. Given the set $L$ of lengths of the edges of the triangle defined by the points of contact, which are related to the object shape, the model estimates the target object position $\alpha_{ro}$ and the target set of non-proximal joints $\Theta_{np}$ that improve grasp stability as well as the robustness. The target $\alpha_{ro}$ is used as the set-point of the high-level controller, while the $\Theta_{np}$ is commanded directly using a position controller.

The grasp stabilizer is triggered when all the fingertips are in contact with the object, which happens by closing all the fingers at constant speed. The fingers stop when they all exceed a given force threshold at the fingertip.

### 3.2 Point cloud acquisition and filtering

Once the object is stably held by the first hand, the nearest blob in the robot visual field is acquired from the stereo vision system. Such a blob contains 3D points belonging both to the visible portion of the object and to the robot hand (see Fig. 4(a)). Using point clouds that include...
Figure 3. The object center $C_o$ is defined as the centroid of the triangle identified by the three points of contact (left). The object position $\alpha_o$ is defined as the angle between the vectors $\vec{OC}_o$ and $\vec{OB}$ (right). $A$ and $B$ are set at the base of, respectively, the thumb and the middle finger, while $O$ lies at middle distance between $A$ and $B$.

Figure 4. On the left: Point cloud obtained after the application of coarse filter. The point cloud includes also point belonging to the robot hand. On the right: the blue points represent the selected points after the hand filter. Notice that the points belonging to the hand are removed.

parts of the robot’s hand would deteriorete the initial information about the object pose. For this reason, a pre-filtering process is required. We implemented two filters that are consequently applied to the point cloud:

a) the coarse filter removes possible points outside a volume a-priori defined around the robot hand. This filter is necessary in case of noisy initial point clouds, e.g. when the selected blob includes also portions of the background scene.

b) the hand filter is applied in order to discard the 3D points belonging to the robot hand. At this aim, the filter removes all points with a specific color property.

An example of filtered point cloud is shown in Fig. 4(b). The blue points represent the final point cloud after the filtering process. Hereafter, we describe in the detail the filters we designed.

The coarse filter implementation simply consists of an inside/outside test on the points coordinates. If the 3D point lies outside a 3D box built around the first hand, the point is discarded, otherwise is selected.

A principled way to remove the hand from the point cloud is to use the robot kinematics to project the hand model on the point cloud. In the case of the iCub robot, this approach is unsuitable because the forward kinematics is affected by errors due to the elasticity of the tendons [14]. To overcome this problem we propose to use a color filter. This solution assumes
that the hand is gray and it corresponds to pixels with low saturations. Such an approach can be applied to other robotic hands (see Fig. 5). The filter selects all points for which a measure of saturation:

$$S = \frac{\sum_{l=1}^{L}(|R_l - G_l| + |R_l - B_l| + |B_l - G_l|)}{3} > \mu,$$

where $R_l$, $G_l$ and $B_l$ are the RGB values of point $l \in 1, \ldots, L$ and $L$ is the number of points lying in a certain volume of radius $r$. The value of $\mu$ is chosen experimentally to deal with variability in light condition.

Even though this approach is effective on a large set of objects (see Section 4), it may fail when it is applied to grayish objects. The point cloud saturation is in fact not informative enough for distinguishing among the points belonging to a grayish object or to the robot hand. We discuss how we could eventually deal with grayish objects and extend our approach in Section 5.

### 3.3 In-hand localization

In order to estimate the pose of the object in the hand, we adapted the Memory Unscented Particle Filter (MUPF) proposed in [15].

The MUPF is a recursive Bayesian estimation algorithm, that is designed for localizing objects given their models and a series of 3D points sampled from the object surface. Such an algorithm relies on the Unscented Particle Filter (UPF) suitably adapted to the localization problem. The UPF jointly exploits the potentials of the particle filter for approximating multimodal distributions and of the unscented Kalman filter for efficiently generating the proposal distribution. The standard UPF algorithm has been modified with the inclusion of a suitable sliding memory (hence the name MUPF) of past measurements in the update of the particle importance weights.

Even though the MUPF was designed for tactile object localization, we can adopt it for object in-hand localization of the handover pipeline for two reasons. First, the object is stationary (as required by the MUPF) because the grasp approach (Section 3.1) stabilizes the object in the robot hand (as validated in Section 4). Second, the filter is agnostic about measurements nature, as long as they consists of the Cartesian positions of points lying on the object surface. For this reason, we can feed the algorithm with a subset of points belonging to the filtered point cloud...
Figure 6. An example of object model in the estimated pose, computed via the MUPF algorithm. The algorithm uses the filtered point cloud shown in Fig. 4(b).

(Section 3.2). Fig. 6 shows an example of localization.

For the sake of completeness, we provide a brief explanation of the MUPF algorithm adapted to our case.

The Memory Unscented Particle Filter tackles the problem of object localization as a peculiar filtering problem. In the assumption that the object does not move, the entity to be estimated consists in the object pose and does not depend on time. For this reason, in our problem, the system state $\mathbf{x}$ is in $\mathbb{R}^6$ and is defined by:

$$\mathbf{x} = [x, y, z, \phi, \theta, \psi]^T,$$

where $x, y, z$ are the coordinates of the center of the reference system attached to the object model and $\phi, \theta, \psi$ are the three Euler angles representing orientation.

The observations $\{\mathbf{y}_t\}_{t=1}^L$ exploited to localize the object consist of the Cartesian positions of the 3D points lying on the object surface and obtained from the vision system:

$$\{\mathbf{y}_t = (x_t, y_t, z_t)\}_{t=1}^L.$$

In order to correctly formulate the localization problem in the filtering framework, we need to define other mathematical quantities, as follows:

- Since the state to be estimated is stationary, the state transition equation can be expressed as:

$$\mathbf{x}_{t+1} = \mathbf{x}_t + \mathbf{\omega}_t,$$

where $\mathbf{\omega}_t$ is a small artificial noise [16]. This term is introduced in order to allow the filtering technique to change the estimate of $\mathbf{x}$ and then converge to the final solution.

- The likelihood function $l_t(\mathbf{y}_t|\mathbf{x}_t)$ is based on the so-called proximity model [17], in which the measurements are considered independent of each other and corrupted by Gaussian noise. For each observation, the likelihood function depends on the distance between the measurement and the object model, hence the name “proximity”. The likelihood is defined
as:

\[ \ell_t(y_t | x) \propto \max_i \ell_{t,i}(y_t | x), \quad (6) \]

where \( \ell_{t,i}(y_t | x) \) is assumed to be Gaussian, with variance \( \sigma_p^2 \) and amounts to:

\[ \ell_{t,i}(y_t | x) = \frac{1}{\sqrt{2\pi\sigma_p^2}} \exp \left( -\frac{1}{2} \frac{d_i(y_t, x)^2}{\sigma_p^2} \right), \quad (7) \]

with \( d_i(y_t, x) \) the shortest Euclidean distance of \( y_t \) from the face \( f_i \) of the object model when the object is in the pose \( x \).

The available measurements are relatively uninformative if used individually, since they are three-dimensional vectors in a 6D space. This fact implies that the standard UPF is not well suited to this problem, since it exploits only the current measurement \( y_t \) at each time step. Such a behavior is somewhat critical, because the algorithm might end up limiting the search within wrong sub-regions, thus ruling out potential representative solutions.

In order to overcome this drawback, \[15\] proposes the use of a limited number of past measurements during each iteration. The importance weights \( \{w_i^t\}_{i=1}^N \) are updated by resorting also to past observations. In case the number of acquisitions remains limited, a growing memory strategy can be adopted by computing the importance weights with all the measurements collected up to time \( t \). On the other hand, in case of a larger number of measurements, the computational burden can be reduced by following a moving window strategy, where only a given number \( m \) of the most recent acquisitions are used at each time instant. In our application, where the number of measurements \( L \) is limited to a subset of the 3D points acquired by vision (\( L = 100 \)), we use \( m = L \), because it does not seriously affect the computational cost and all the \( L \) measurements are acquired at the same time from the robot vision.

After all the \( L \) measurements have been processed, i.e. when \( t = L \), the algorithm outputs, as final estimate of the object configuration, the corrected particle \( \bar{x}_L^i \) corresponding to the highest value of the estimated posterior distribution \( \hat{p}_{L|L}(\cdot) \). The adoption of a maximum \textit{a posteriori} probability (MAP) criterion is motivated by the strongly multimodal nature of the density, due to the fact that, in the presence of symmetries in the object, there might exist multiple values of \( x \) compatible with the measurements. In fact, in a multimodal case, taking the expected value as estimate is not meaningful. Hence, the particle with the MAP probability [18] can be readily obtained as:

\[ \hat{x} = \arg \max_{j \in \{1, \ldots, k\}} \hat{p}_{L|L}(\bar{x}_L^j), \quad (8) \]

where \( \hat{p}_{L|L}(\cdot) \) is the estimated posterior.

From a practical viewpoint, the MUPF algorithm structure can be summarized as follows (Fig. 7). At each time instant, i.e. when a new measurement is collected, \( N \) particles are drawn from the search space. Then, for each particle an unscented Kalman filter is implemented and the prediction and correction step with the current measurements are executed. All the particles weights are updated by using the \( m \) most recent measurements. Thus, the resampling is executed in order to discard particles with lower weights and multiply particles with higher weights. Optionally, the current pose estimation can be computed with the MAP criterion (Eq. 8) before the resampling step.
3.4 Pose selection

The models of each object are \textit{a-priori} annotated each with \( N \) pose candidates for the second hand. These poses represent the minimum set of stable grasps feasible for the object. We compute them by using the Grasp-Studio library provided with the Simox toolbox \cite{19}, that offers the possibility to obtain grasping poses for several robotic end-effectors, including the iCub hand. We provide more details on this process in Section 4.

Once the object is localized by the MUPF, its model – together with the annotated poses – is considered attached to the first hand according to the estimated pose (Fig. 9(a)).

Our approach consists in selecting that pose among the \( N \) candidates that allows performing the best handover tasks according to an evaluation criteria and given the estimated object pose and the current robot arms configurations. At this aim, instead of modeling the arms as two kinematic chains with \( n \)-DOFs each, we represent them as a single \( 2n \)-DOFs chain. In fact, classical approaches, where the arms are controlled as two separate chains, lead to several difficulties, as remarked in \cite{9}. In particular, they require to identify a specific point \( x_d \) reachable by both arms and solve two separate IK problems. In fact to accomplish the task, the solution of the first arm is required to lay in a workspace sufficiently dexterous also for the second arm. The analytical computation of the shared dexterous workspace turns to be quite heavy and, therefore, should be executed off-line. Alternatively, to avoid off-line computations while still complying with real-time requirements, we would need to adopt empirical heuristics in order to come up with a suitable estimation of the dexterous workspace for the task at hand.

The use of a single \( 2n \)-DOF chain, instead, does not require to identify \( x_d \) neither to define heuristics, given that it will be implicitly determined in the workspace by the configuration of the \( 2n \)-DOF chain found by the solver. Since the handover task only requires to specify the relative position between the two hands, the use of a \( 2n \)-DOF tends to be more natural and effective, as it does not entail the use of additional heuristics.

For these reasons we make use of a two-arms chain with the \textit{origin} \( O \) located at the end-effector of the first hand and the end-effector \( E \) of the two-arms chain located on the end-effector of the second hand. Specifically for the handover task, we refer to the origin with \( O_j \), since it coincides with the \( j \)-th pose candidate, with \( j \in 1, \ldots, N \). This situation is depicted in Fig. 8. Under this formulation, the handover task involves moving the end-effector \( E \) to the origin \( O_j \) of the two-arms kinematic chain. From a mathematical viewpoint, we need to compute the values of joint angles \( q^*_j \) such that the end-effector \( E \) reaches the origin \( O_j \) both in orientation and position. Such a problem requires the reversal of the serial chain of the first arm with floating base. In particular, the first part of the kinematic chain is reversed with respect to the standard chains of robot arms, because it is traversed upside down from the origin \( O_j \) to the shoulder.
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The description of this type of kinematic chain in Denavit Hartenberg (DH) convention [20] is proposed in [9], where the authors provide the algorithm to derive the corresponding DH transformation matrix for each reversed link. We exploit this result for modeling the two-arms kinematic chain.

The joint angles $q_j^*$ for performing the handover task with the $j$-th pose can be obtained as follows:

$$q_j^* = \arg \min_{q \in \mathbb{R}^{2n}} (\|I - K_{O_j}^{E}(q)\|^2)$$

subject to:

$$\begin{cases} 
\|K_{O_j}^{E}(q)\| < \epsilon \\
q_l < q < q_u 
\end{cases},$$

where $I \in \mathbb{R}^{3 \times 3}$ is the identity matrix, $K_{O_j}^{E}(\cdot) \in \mathbb{R}^3$ and $K_{O_j}^{E}(\cdot) \in \mathbb{R}^{3 \times 3}$ are the forward kinematic functions that represents the position and the orientation of the end-effector $E$ with respect to the origin $O_j$; $q_l$ and $q_u \in \mathbb{R}^{2n}$ are vectors describing the joints lower and upper limits; $\epsilon$ is a parameter for tuning the precision of the reaching movements, typically $\epsilon \in [10^{-5}, 10^{-4}]$. The cost function of Eq. (9) imposes the minimization of the error between the orientations of the end-effector reference frame $E$ and the origin $O_j$. The constraints take into account the error between the center of the reference frame of the end-effector $E$ and the origin $O_j$ and require the solution $q_j^*$ to lie between a set of lower and upper bounds of physically admissible values for the joints. As fully explained in [21], this formulation gives higher priority to the control of the position with respect to the orientation. The former is in fact handled as a nonlinear constraint and is evaluated before the cost function. We require a perfect reaching in position, whereas we can handle small errors in orientations relying on the robustness of our grasp controller.

We solve the problem described in Eq. (9) for each pose candidate $j$, for $j = 1, \ldots, N$ using Ipopt [22], thus obtaining the desired joints values to perform the handover with all the possible poses, i.e. $\{q_j^*\}_{j=1}^N$. The latter $N$ solutions do intrinsically encode suitable configurations for both arms, without the need for dedicated heuristics to specify a-priori reachable regions where to perform the handover. Then, we execute two sequential rankings on the $N$ poses in order to select the best one for the handover task.

First, the $N$ candidates are ranked according to:
Figure 9. On the left: an example of pose ranking. The numbers associated to each pose are colored according to the pose score, ranging from red for the worst pose up to green for the best one. In this case, our method correctly selects pose no. 2, i.e., $j^* = 2$. In particular, the maximum distance criterion discards poses no. 0, 1, 4 and 5. Pose no. 2 is then chosen among the remaining poses due to its higher manipulability index.

On the right: the hands holding the object before passing the object from the first to the second hand.

- the distance $d_j$ of the first hand from the origin $O_j$ (which represents the target pose):
  \[
  d_j = \|p_{h,j}\|, 
  \]
  \(\text{(10)}\)

  where $p_{h,j} \in \mathbb{R}^3$ is the first hand position in the reference frame of the origin $O_j$. The origin $O_j$ represents the pose the second hand should reach during the handover. Thus, pose candidates $j$ with larger values of $d_j$ are given a higher score in the ranking, since their probability of collision with the first hand is lower.

Then, we update the first pose ranking by taking into account:

- the manipulability index of the two-arms chain $m_j$, in order to favor poses easily reachable by the robot arms:
  \[
  m_j = \sqrt{\det(J(q^*_j)^T J(q^*_j))},
  \]
  \(\text{(11)}\)

  where $J$ is the jacobian of the kinematic chain, $q^*_j \in \mathbb{R}^{2n}$ are the joints values of the two-arms chain which allow performing the handover with the $j$-th pose and $n$ is the number of DOFs of a single arm.

In summary, the two sequential rankings applied on the $N$ candidates provide as best pose that pose $j^*$ with the maximum distance from the first hand and with the higher manipulability index of the two-arms chain (see Fig. 9(a)).

### 3.5 Approach and handover

The robot exploits the joints values $q^*_j$, computed solving Eq. (9) which corresponds to the selected pose $j^*$, to move the arms toward the handover pose. In addition, the second hand passes by an intermediate waypoint so that to avoid its fingers hitting the object during the approach. The waypoint is simply obtained by shifting the final pose at a fixed distance from the object, along the $x$ and $z$ axis of the hand reference frame.

When the arms reach the final pose, the second hand grasps the object by using the approach described in Section 3.1 (Fig. 9(b)). The second hand pose $j^*$, in fact, aims at suitably locate the hand close to the object surface with a proper orientation, leaving the actual grasping task
to the grasp controller. The grasp controller of the first hand maintains a stable grasp using tactile feedback. It compensates possible perturbations due to collisions between the object and the second hand, by adjusting the pose of the object. This prevents the object from falling and it improves the robustness of the task. Finally, when the second hand stably grasps the object, the first hand opens and leaves the object in the second hand.

4. Results

In order to validate our approach, we tested the pipeline shown in Fig. 1 on the iCub humanoid robot (Fig. 10). Our implementation of the handover pipeline is available on GitHub\(^1\).

We carried out our experiments using a set of 5 objects, shown in Fig. 11. The objects were deliberately selected among the YCB Object & Model set \([23]\) so as to be different in shape, dimensions and surface texture. We extracted the mesh models of the objects by applying the Poisson Surface Reconstruction algorithm \([24]\) to the merged point clouds provided by the YCB dataset.

Without loss of generality, we illustrate the results obtained in case the left hand and the right hand are, respectively, the first and the second hand of the handover task.

We annotated the mesh model by using the Grasp-Studio library. In particular, we used the implemented planner for computing the candidate poses. We selected a subset of poses (Fig. 12) among the planner solutions, discarding those that were visibly unstable. Then, we duplicated and rotated the selected poses in order to deal with the object symmetries. This is a crucial point, because multiple, valid solutions of the localization problem are available for symmetric objects. All the models we generated have several symmetries due to their shape. In addition, we only consider the geometric properties of the models, without exploiting information about surfaces color or texture. Our approach is based on geometrical information since we assume that only the object models are available. Fig. 13(a) provides an example of the minimum set of poses (for the iCub right hand) we have to consider for box-like objects. Pose annotation shown in Fig. 13(a) is in fact invariant with respect to 180-degree rotations of the object along \(x\)-, \(y\)- or \(z\)- axis of its reference frame (located in the object barycenter). Fig. 13(b) illustrates how the hand reference frame is attached to the iCub right hand. More poses are necessary for cylindrical

Figure 11. The set of objects used in the experiments belonging to the YCB Object & Model set. We refer to the objects as: Sugar box, Chocolate box, Mustard box, Chips tube and Little cup.

Figure 12. Some examples of poses generated with Grasp-Studio. The final set of poses is obtained by multiplying the basic poses according to the symmetry axes of each object.

objects, due to their major symmetry. In conclusion, we generated 8 poses for box-like object (Sugar, Chocolate and Mustard box), 24 for the long tube (Chips tube) and 16 for the small cup (Little cup). The Grasp-Studio library generates poses suitable for power grasp tasks. In this work, we make of a precision grip (as shown in Section 3.1) in which the fingertips are in contact with the object surface. This is important so that tactile feedback from the fingertip sensors can be used to stabilize the object in the hand. For this reason, the poses computed with Grasp-Studio are shifted far away from the object surface, along the x- and z-axis of the hand reference frame of a fixed amount (for all the objects and poses) which only depends on the fingers lengths.

In the following paragraphs, we at first show the effectiveness of the \textit{stable grasp with tactile feedback}. Afterwards, we show the results obtained with the three main steps of our algorithm: \textit{point cloud filtering}, \textit{in-hand localization} and \textit{pose selection}. Then, we evaluate the reliability of
the entire pipeline computing the success rate of our approach for each object and in different poses.

**Stable grasp with tactile feedback**

The stable grasp we implemented is crucial for the reliability of the handover pipeline. The grasp stabilization is continuously executed during the entire handover: it avoids object slip while the arm moves and it prevents the object from falling when it touches the other hand. In fact, a change in the in-hand object pose after the localization would affect the handover success. In order to test the effectiveness of our stable grasp, we compared the handover success in presence of stabilization (Table 3) with a baseline obtained in absence of stabilization, i.e. only by closing the fingers until contact is detected on the tactile sensors (Table 1). This comparison highlights the effectiveness of our stable grasp since it doubles the success rate of the handover test (from 20 - 50% of Table 1 up to 50 - 100% of Table 3).

Another benefit of the stable grasp is that it is trained by demonstration and, to a certain extent, implicitly takes into account the distribution of the weight in the objects.

**Point cloud filtering**

During filtering process we make use of the coarse and the hand filter with RGB coding, $r = 0.001$ and $\mu = 25$. Fig. 14 shows the point clouds after the coarse filter, on the top, and after the hand filter, on the bottom, for all the objects.

Although we obtain good results with the hand filter, this is a heuristic approach. The main weak point of the method arises when it is applied to grayish objects (see gray portions of Sugar box and Chips tube of Fig. 14). In these cases in fact, the point cloud saturation is not informative enough for distinguishing among the points belonging to the object or to the robot hand. A discussion on how we could eventually deal with grayish objects is presented in Section 14.
5. In-hand localization

We select a subset of 100 points (i.e. $L = 100$) of the filtered point clouds for the localization step. The object models in the estimated pose overlapped to the corresponding point clouds are collected in Fig. 15. The average MUPF execution time for each object is approximately 45 [s].

Pose selection

Fig. 16 shows the results obtained with our pose selection approach. For each object, the $N$ candidates are overlapped on the camera image according to the estimated pose. The poses are labeled with numbers. Each number $j$ is colored according to its score in the ranking, ranging from red (worst pose) up to bright green (best pose). The selected pose is indicated with a blue square. Table 2 collects the execution time required by the pose selection process.

The tests demonstrate the effectiveness of our approach since the best poses are located on the surfaces farther from the first hand and are better reachable by the second hand with two-arms movements. For example, in the bottom left image of Fig. 16, poses no. 0, 1, 6 and 7 have distances larger from the first hand. However, only poses no. 1 and 6 (colored in green) can be selected because they can be reached with a better joints configuration of the robot arms.

Figure 14. An example of filtered point clouds after the coarse filter, on the top, and after the hand filter, on the bottom. The blue dots represent the final selected points. The hand is correctly removed from the point clouds of all the objects. Sugar box and Chips tube are examples of objects with grayish surface portions. Coherently with the filter behavior, those parts are discarded together with the robot hand. Nevertheless, the filtered point cloud is still representative of the object for the localization algorithm.

Figure 15. An example of estimated object poses for all the objects. Each mesh model is overlapped to the relative point cloud.
Table 2. Computation time for pose selection step.

<table>
<thead>
<tr>
<th>Object</th>
<th>Computation time [s]</th>
<th>Object</th>
<th>Computation time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sugar box</td>
<td>3.10</td>
<td>Chocolate box</td>
<td>3.10</td>
</tr>
<tr>
<td>Mustard box</td>
<td>3.10</td>
<td>Chips tube</td>
<td>9.45</td>
</tr>
<tr>
<td>Little cup</td>
<td>7.02</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 16. Some example of grasping pose selection results for the set of objects. Each images shows the pose annotated on the object model in the estimated pose. The poses are labeled with numbers, which are colored according to the pose score, ranging from red for the worst pose up to green for the selected pose.

**Pipeline reliability**

We executed 10 trials for each object and for different poses. Table 3 reports the percentage of success of the handovers (greater than 80% for the majority of the experiments). We consider the task successfully achieved if the object is held by the second hand without falling while the arm is moving. Some snapshots of successful handovers are shown in Fig. 18. We do not take into account the performance obtained with poses in which the second hand is located on the top of the Mustard box, the Chips tube and the Little cup. Due to the shape of their upper part and their slippery surface, even very small errors in the final reached pose compromise the success/outcome of the handover. These errors are mostly due to the errors in kinematics of the robot and noise in the point cloud.

In Table 4, we detail the three main causes of the tests failures. First, uninformative point clouds can be source of errors in object localization. For instance, if only one of the 8 faces of the Sugar box or the Chocolate box is acquired, multiple and wrong solutions of the localization algorithm can properly fit the point clouds. The second critical issue is represented by slippery objects, such as the Mustard box and the Chips tube. In this case, little displacements between the desired and the reached pose can lead to an unstable grasp and to failure. Finally, object size is crucial for the handover success. In case the object size is comparable with the hand dimensions, a fingers avoidance approach is necessary in order to prevent the second hand from blocking the first hand while grasping the object. The lack of such an avoidance approach in our method is the reason of the low reliability of the handover task with the Little cup.

We also validated the robustness of our approach by executing the handover with the object in different initial poses. We focused on the Sugar and Chocolate boxes, because their shape allows significant different grasps by the iCub hand. The other three objects can be instead grasped mostly in the poses shown in Fig. 9 due to their slippery surface, their dimensions and their shape. Fig. 17 shows the initial poses we took into account for this test. In Table 5, we report the success rate among 10 trials for each different object pose. This test demonstrates that the...
Table 3. Success percentage of the handover task for each object and for different poses. We consider a handover successfully achieved if the object is held by the second hand without falling while the second arm is moving.

<table>
<thead>
<tr>
<th>Object</th>
<th>Pose</th>
<th>Success rate</th>
<th>Pose</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sugar box</td>
<td>Lateral</td>
<td>90%</td>
<td>Top</td>
<td>90%</td>
</tr>
<tr>
<td>Chocolate box</td>
<td>Lateral</td>
<td>90%</td>
<td>Top</td>
<td>100%</td>
</tr>
<tr>
<td>Mustard box</td>
<td>Lateral</td>
<td>80%</td>
<td>Bottom</td>
<td>80%</td>
</tr>
<tr>
<td>Chips tube</td>
<td>Lateral</td>
<td>80%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Little cup</td>
<td>Lateral</td>
<td>50%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Main causes of handover failures.

<table>
<thead>
<tr>
<th>Object</th>
<th>Pose</th>
<th>Failure source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sugar box</td>
<td>Lateral</td>
<td>Uninformative point cloud</td>
</tr>
<tr>
<td></td>
<td>Top</td>
<td>Uninformative point cloud</td>
</tr>
<tr>
<td>Chocolate box</td>
<td>Lateral</td>
<td>Uninformative point cloud</td>
</tr>
<tr>
<td></td>
<td>Top</td>
<td>None</td>
</tr>
<tr>
<td>Mustard box</td>
<td>Lateral</td>
<td>Slippery object surface</td>
</tr>
<tr>
<td></td>
<td>Bottom</td>
<td>Slippery object surface</td>
</tr>
<tr>
<td>Chips tube</td>
<td>Lateral</td>
<td>Slippery object surface</td>
</tr>
<tr>
<td>Little cup</td>
<td>Lateral</td>
<td>Fingers overlapping</td>
</tr>
</tbody>
</table>

Table 5. Success percentage of the handover task for Sugar and Chocolate box for different initial poses, enumerated as shown in Fig. 17. We consider a handover successfully achieved if the object is held by the second hand without falling while the second arm is moving.

<table>
<thead>
<tr>
<th>Object</th>
<th>Initial Pose</th>
<th>Success rate</th>
<th>Object</th>
<th>Initial Pose</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sugar box</td>
<td>(a)</td>
<td>90%</td>
<td>Chocolate box</td>
<td>(d)</td>
<td>90%</td>
</tr>
<tr>
<td>Sugar box</td>
<td>(b)</td>
<td>80%</td>
<td>Chocolate box</td>
<td>(e)</td>
<td>100%</td>
</tr>
<tr>
<td>Sugar box</td>
<td>(c)</td>
<td>100%</td>
<td>Chocolate box</td>
<td>(f)</td>
<td>90%</td>
</tr>
</tbody>
</table>

reliability of the handover is not affected by the initial object pose.

5. Conclusions

This paper proposes a pipeline for the handover task by integrating various modules that make use of visual and tactile feedback, namely:

- a grasp controller, stabilizing the object in the robot hand using tactile feedback;
- a point cloud filter, extracting 3D points laying on the object surface from the closest blob in the robot view;
- an object localizer, named Memory Unscented Particle Filter, capable of reliably estimating the object in-hand pose by using the 3D points coming from vision;
- a pose selection strategy, which chooses the best pose for performing the handover by maximizing the distance between the first and the second hand and the manipulability index of a two-arms kinematic chain.
We evaluated our method experimentally with the iCub humanoid robot, showing that it provides a success percentage between 80% to 100% for 4 objects of the YCB Object & Model Set, different in shape, texture and dimensions.

The contributions of this paper and the experimental evaluation we carried out suggest perspectives for future work. One of the limitations of this work is that it makes use of a saturation filter to separate the hand from the object. This approach may fail when the object and the hand have similar color distributions (specifically, low saturation). To overcome this limitation, we could rely on an accurate kinematic model of the hand or hand tracking tech-
niques [25]. In the particular case of the iCub hand, such an approach could allow performing the removal of the robot hand also from point clouds of grayish objects. In some cases, the robot had only a partial view of the object, which correspond to an ambiguous point cloud and wrong localizations. If the positions of the hand is known with great accuracy, this can be fixed by fusing in the localization 3D points coming from the fingers in touch with the object. Another extension consists in recognizing the object autonomously. This could be done using techniques from computer vision [26] or by fitting object models on the point cloud acquired from the cameras and the contact points between the fingers and the objects [27]. Finally, a more advanced strategy for collisions detection between the first and second hand could help in case of handovers of small objects. For instance, instead of considering only the distance between the positions of the first and the second hand, a better strategy could be to model the hands with enveloping boxes, properly chosen to approximate shape of the robot hand.
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