
Interactive Data Collection for Deep Learning Object Detectors
on Humanoid Robots

Elisa Maiettini1,2,3, Giulia Pasquale1,2, Lorenzo Rosasco1,2,3 and Lorenzo Natale1

Abstract— Deep Learning (DL) methods are notoriously data
hungry. Their adoption in robotics is challenging due to the
cost associated with data acquisition and labeling. In this
paper we focus on the problem of object detection, i.e. the
simultaneous localization and recognition of objects in the
scene, for which various DL architectures have been proposed
in the literature. We propose to use an automatic annotation
procedure, which leverages on human-robot interaction and
depth-based segmentation, for the acquisition and labeling of
training examples. We fine-tune the Faster R-CNN [37] network
with these data acquired by the robot autonomously. We
measure the performance on the same dataset and investigate
the generalization abilities of the network on different settings
and in absence of explicit segmentation, showing good detection
performance. Experiments on the iCub humanoid robot [26]
show that the proposed strategy is effective and can be used to
deploy deep object detection algorithms on a robot.

I. INTRODUCTION

The ability to localize and recognize objects in the scene
is crucial for autonomous robots to act in unconstrained
environments [21]. Detecting objects from the visual input
is essential, and often it represents the first step in the
interaction of the robot with the environment.

While planning actions requires full pose estimation in
6D, a common approach adopted in the literature is to
split the problem in different stages. The first step is the
localization of objects in the image plane. In Computer
Vision this task is called 2D object detection and consists
in predicting the label and location (e.g., in the form of
2D bounding box coordinates) for each object represented
in the image (see, e.g., [38]). In this work, we focus on this
task, as a prerequisite for more complex operations in scene
understanding.

We consider recent Deep Learning (DL) methods [22],
[37], [40], motivated by the remarkable performance they
obtain on difficult tasks such as the ImageNet Large-Scale
Visual Recognition [38], the MS COCO [24] and Pascal
VOC [12] challenges. One of the problems in the adoption
of these methods in robotics, is that they require a large
dataset of images carefully annotated. Image annotation is
particularly demanding for training object detection systems,
because this process requires not only object labels but also
bounding boxes. In addition, it implies an off-line process,
which is unfeasbile for a system that learns on-line.
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Fig. 1: The iCub robot observes some of the objects learned
using the proposed pipeline and detects them on a shelf. A
video showing the system running has been made available
as Supplementary Material.

We propose an approach to train DL methods for object
detection that overcomes the lack of manual annotations
by exploiting the interaction with a human teacher. Learn-
ing happens in a natural, semi-controlled setting, in which
objects are presented to the robot by the teacher and the
problem of figure-ground segmentation is greatly simplified.
This acquisition procedure was validated in our previous
work [29], where we showed how this approach can be
adopted to acquire large-scale annotated image datasets (i.e.
the ICUBWORLD TRANSFORMATIONS1). Some example im-
ages in the dataset are represented in Fig. 2; annotations are
in terms of the label of the object and a surrounding bounding
box computed with the depth estimation and segmentation
procedure presented in [30].

The contribution of this work is to assess whether this
approach can be adopted to effectively train deep object
detectors as the recent Faster Region-CNN [37]. More specif-
ically, we first investigate whether such models can learn
to predict accurate bounding boxes from imperfect ground-
truth. In fact, there are clearly multiple sources of noise in
the automatic annotation procedure, which negatively affect
the quality of supervision with respect to manual annotations.

In addition, our learning scenario is rather constrained:
images depicts isolated objects, well separated from the
background, and almost always centered in the visual field
because the robot is tracking it with the eyes. The next
question, is then, to investigate whether the learned detector
can generalize to other, less constrained, scenarios, i.e. when
multiple objects are present in the visual scene and figure-

1https://robotology.github.io/iCubWorld/
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Fig. 2: Examples images from ICWT, depicting 20 objects shown to the robot by a human teacher.

ground segmentation with depth cues is more challenging.
In order to quantitatively assess the effectiveness of this

procedure, we i) manually annotate a subset of the ICUB-
WORLD TRANSFORMATIONS dataset, on which we measure
the performance of the detectors trained with automatic
annotations, and ii) collect and manually annotate three
additional image sequences, representing a subset of the
objects in the dataset randomly placed in different indoor
settings. Experiments demonstrate that the proposed learning
strategy is effective: DL detectors learn to predict bounding
boxes which are more accurate than those available in the
training set, and, more importantly, they can generalize well
to different settings, providing good detection in absence of
explicit segmentation.

The paper is organized as follows: Sec. II reviews related
work; Sec. III describes the proposed pipeline, focusing
in particular on the data acquisition procedure (Sec. III-A
and on the deep architecture adopted for our experiments
(Sec. III-B). Sec. IV reports on the experimental results
obtained in our study and finally Sec. V draws conclusions
and outlines future work.

II. RELATED WORK

In this Section we review the latest architectures for object
detection and illustrate conventional training strategies. We
motivate the choice of the particular detection method we
adopted and relate our contribution to other work in the
literature that proposes methods to reduce or automatically
compute image annotations.

Deep Architectures for Object Detection and training
strategies. Deep Learning methods have advanced the state-
of-the-art on object detection. All approaches have at their
core a deep Convolutional Neural Network (CNN) [7],
[22], [47] often indicated as “feature extractor CNN”. This
network is then integrated into a more complex “meta-
architecture” which relies on extracted features for the lo-
calization and recognition (i.e. detection) of the objects in
the image [17]. A possible approach is to partition the
image using a grid and perform detection in parallel on all
the areas (e.g., SSD (Single-Shot MultiBox Detector) [25]
and YOLO (You Only Look Once) [35], [36]). Another
approach is to perform detection only on a set of “candidate”
regions selected with a separate process (e.g., Region-CNN

(R-CNN) [16] and its optimizations Fast R-CNN [15], Faster
R-CNN [37] and Region-FCN [9]). Approaches in the first
group are in general faster, because they do not need a
per-proposal processing for detection; on the other hand,
approaches in the second group proved to be generally
more accurate [17]. Among the various solutions, Faster R-
CNN [37] seems to be the most suitable for robotics, as
it provides good accuracy while preserving efficiency and
real-time performance. In this work we employ this method,
however it is fair to say that our pipeline is general and could
be applied to other models (e.g. SSD).

The parameters of the feature extractor CNN and those of
the additional components for the bounding box prediction
must be learned from data. These models perform well when
trained on large-scale annotated datasets, which include
bounding boxes of the objects (e.g. MS COCO [24] and
Pascal VOC2007, 2012 [12]). A common approach to reduce
the need for the bounding boxes is to first train the feature
extractor CNN – which holds the majority of parameters –
on a large-scale image classification task (e.g., the ImageNet
Large-Scale Visual Recognition Challenge [38]), and then
fine-tune it on the target detection task. Strategies have been
proposed to speed up the annotation procedure [27], [28].
Still, these have to be performed off-line and still require a
considerable manual effort to provide bounding boxes for a
sufficiently large number of objects.

Weakly Supervised Approaches. Researchers have
proposed alternative methods, which allow training an
object detector from images annotated only with object’s
presence or absence [2]–[4], [8], [11], [20], [39], [41]–[43],
[46]. In some cases adoption of deep CNNs has led to
remarkable progress [2]–[4], [8], [20], [42], [43], [46].
However, learning from weak supervision is a difficult task,
which leads to performance that are much below those that
can be obtained with full supervision.

Exploiting the Context: Learning Features by Training
on a Pretext Task. For this reason the literature describes
methods that explore ways to extract useful forms of
supervision from the contextual information available in
real world scenarios (e.g., the spatio-temporal coherence on
a sequence of images). Among these, one approach is to
exploit the natural structure of the visual data by training a



CNN to solve “alternative” visual tasks [1], [18], [31], [33],
[34]. These methods demonstrate that the CNN, which is
trained with implicit supervision, can provide good features
that can be subsequently fine-tuned on supervised detection
tasks.

Exploiting the Context for Computing Annotations. In
this paper we follow a similar direction, however, we do not
focus on the pre-training of the feature extractor CNN (for
which we rely on available models, as it will be detailed
in Sec. III-B), but rather exploit the contextual informa-
tion to compute automatic image annotations (in terms of
objects’ labels and locations) to fine-tune the architecture
for detection. We rely on the interaction between the robot
and a human teacher. Object labels are obtained through a
speech interface, while motion and depth cues allow the robot
to segment the objects and automatically assign bounding
boxes. We show that training data acquired in this way
is sufficiently accurate to train an object detection model.
Interestingly, we show that the trained model is able to
generalize to novel scenarios, allowing detection of objects
that are static and in presence of clutter, for which motion
and depth cues would not be sufficient.

To our knowledge, there are very few works which address
this problem (e.g., [32]) and this is the first attempt in
the robotics literature to implement an autonomous learning
system for object detection. While the acquisition application
is unchanged with respect to our previous work [29], the task
is made more difficult because it now uses bounding boxes
computed from depth cues to train a predictor that detect
objects in the full image.

III. METHODS

The pipeline proposed in this work is an automatic
procedure for extracting and labeling example images for
training an object detection network. The robot used for our
experiments is the iCub humanoid [26]. In the following, we
describe the two main steps in the pipeline: i) data acquisition
and ii) model training.

A. Data Acquisition Method

For the first step of data acquisition we used the
method employed for the ICUBWORLD TRANSFORMA-
TIONS dataset2 [29] (shortened to ICWT for simplicity
in the following). This method exploits depth information
and human-robot interaction to collect labeled images. The
procedure is the following: the teacher shows the object in
front of the cameras of the iCub. A tracking routine [30], uses
stereo vision [14], selecting the pixels from the depth map
that are closer to the robot, thus segmenting the object from
the background. A bounding box is estimated to surround it,
and it is stored as annotation jointly with the label of the
objects which is provided verbally by the teacher.

2iCubWorld website: https://robotology.github.io/
iCubWorld/

B. Faster Region-CNN Architecture

We chose the region-based method Faster R-CNN [37] as a
representative architecture among the ones recently proposed
in the DL literature for the same task. This model specifically
differs from previous similar approaches (R-CNN [16] and
Fast R-CNN [15]) because, instead of employing an external
method to provide the object detection network with candi-
date Regions of Interest (RoIs) –as, e.g., the Selective Search
algorithm [45]–, it uses a shallow Convolutional Neural
Network called Region Proposal Network (RPN). The RPN,
sharing the convolutional layers with the detection network,
leads to real-time performance at inference time and allows
an efficient training procedure.

As feature extraction CNN, we evaluated and compared
two models, whose integration in the Faster R-CNN meta-
architecture is publicly available3:

• the ZF network proposed by [47],
• the VGG CNN M 1024 network proposed by [7].

For both networks, we initialized the training pro-
cess by adopting for the shared convolutional layers the
weights trained on the image classification task of the Ima-
geNet Large-Scale Visual Recognition Challenge (ILSVRC)
2012 [10]. We then fine-tuned by following the 4-Steps
Alternating Training pipeline proposed by [37]. This pipeline
alternates the optimization of the RPN and of the detection
network, thus enabling to learn shared features. In the first
two steps, the RPN and the detection network are fine-tuned,
by initializing the weights of the shared layers with the
ImageNet pre-trained model and training the remaining ones
from scratch. In the two latter steps, the shared convolutional
layers are kept frozen, and the RPN and the detection
network are fine-tuned on the detection task. For fine-tuning,
we set the number of training epochs to 6 for steps one
and three and to 2 for the other two phases. We left all
other parameters unchanged with respect to [37], to which
we also refer the reader for a more detailed explanation of
the architecture.

IV. EXPERIMENTS

In this Section we report on the experiments that we
performed to quantitatively assess the effectiveness of our
approach.

As explained in Sec. III-B, we adopt Faster R-CNN [37]
with either the ZF or the VGG CNN M 1024 feature
extractor CNNs. We address an object identification task
among 20 objects, by randomly choosing one object instance
for each of the 20 categories available in the ICWT dataset
presented in Sec. III-A. Figure 2 shows an example image
for each selected object. As training set for the considered
task, we used the union of the 4 image sequences available
in ICWT for each object, corresponding to the 2D ROT,

3https://github.com/rbgirshick/py-faster-rcnn/
tree/master/models/pascal_voc/ZF
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ZF 0.59 0.78 0.71 0.59 0.52 0.86 0.69 0.83 0.92 0.79 0.84 0.41 0.81 0.61 0.79 0.85 0.61 0.75 0.59 0.77 0.72
VGG CNN M 1024 0.53 0.76 0.72 0.55 0.51 0.86 0.62 0.84 0.92 0.77 0.83 0.44 0.75 0.63 0.78 0.85 0.64 0.77 0.64 0.79 0.71

TABLE I: AP for each class and mAP (last column) reported by the two Faster-RCNN models considered in this work when
tested on the MIX sequences of ICWT. The reference ground truth is the automatic bounding box provided by the depth
segmentation routine.

ZF VGG CNN M 1024
depth’s ground truth 0.71 0.69
manual ground truth 0.75 0.73

TABLE II: mAP reported by the two models on a 3K subset
of images sampled from the test set of Table I and manually
annotated. It can be noticed that the mAP with respect to the
manual ground truth is even higher than the one with respect
to the depth’s automatic ground truth.

3D ROT, BKG and SCALE viewpoint transformations4.
We considered the two available acquisition days, both for
training and testing, and only images from the left camera,
overall leading to a training set of ∼27K images.

We evaluated the system on two settings, respectively in
Sec. IV-A and IV-B:

1) First, we assessed the effectiveness of the approach in
the same HRI setting: a human holds the object to be
detected in the hand. For this test, we could use the
MIX sequence available in ICWT, leading to a test
set of ∼13k images.

2) Then, we evaluated the ability of the detection system
to generalize to a different setting. To this end, we
acquired and manually annotated three new image
sequences, representing the considered 20 objects ran-
domly positioned on the floor, on a table or on a shelf.
We made these sequences already available at the same
dataset website.

A. Evaluation I: Object detection in the same setting

In this experiment we evaluate the detection performance
of the network on a setting similar to the one used for
training. Because the training data is segmented and labelled
automatically by the robot it inevitably contains errors in
the bounding box. This evaluation is therefore important to
determine to what extent the detection network is robust to
the noise in the training data.

To this end, we considered the two ZF and
VGG CNN M 1024 models, trained to detect 20 objects
from ICWT as described in Sec. III and Sec. IV, and
started testing them in the same HRI setting, using the MIX
sequences of the considered 20 objects. Testing on these
sequences is the best way to evaluate the robustness of the

4In iCWT the objects are acquired in a way that separate different
transformations: planar 2D rotation (2D ROT), generic rotation (3D ROT),
translation with changing background (BKG) and scale (SCALE) and,
finally, a sequence that contains all transformations (MIX)

Fig. 3: Example frames where the trained detector (either
ZF or VGG CNN M 1024) outputs a correct bounding box
around the object (red), while the depth segmentation fails
(yellow).

predictions, since, we recall, the object is shown naturally
to the robot and can appear in any configuration.

In Table I we report, for the two network models, the
Average Precision (AP) for each object, with the mean
AP (mAP) over all objects (last column). Performance is
computed against the ground truth bounding boxes provided
by the depth segmentation routine.

It can be first noticed that the reported performance is
overall good, in line with the state of the art of deep
learning detection systems on other benchmarks (see, e.g.,
results achieved by Faster RCNN [37] on the Pascal VOC
Dataset [12], which consists as well in a 20-class discrim-
ination task). This result is a first important achievement
because it shows that these network models, trained with
the proposed method, succeeds in localizing and identifying
objects in RGB images. Notice that the testing scenario
is more challenging, because the object is now localized
without the use of depth information. As we will also see
in Sec. IV-B, this approach expands the range of possible
applications also to settings where the depth cannot be use
to localize objects, or not available at all.

In this first test we use as ground-truth the bounding boxes
computed automatically using depth information. Because
this bounding boxes may contain errors, we further evaluated
the system against bounding boxes computed with manual
annotation on a subset of the images. We manually annotated
this subset of images from the MIX sequences used in the
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Fig. 4: Example images from the three sequences (respectively FLOOR (4a), TABLE (4b) and SHELF (4c)) collected and
manually annotated to evaluate the generalization performance of the learned detectors with respect to different indoor
settings.

previous test. We adopted the labelImg tool5 and fixed an
annotating policy such that an object must be annotated if
at least a 50-25% of its total shape is visible (i.e. not cut
out from the image or occluded). We annotated 150 frames
from each MIX sequence, gathering a test set of 3K images
for all the 20 objects that we made available at the ICWT
website.

We therefore evaluated the two models on this test set,
computing their performance both against the depth’s ground
truth and the manual ground truth. In fact, a high AP
against the depth’s ground truth implies that the model
learned to predict bounding boxes which are “similar“ to
the ones provided by the automatic annotation procedure,
which, however, may contain noise, be biased or less precise
with respect to “ideal“ bounding boxes provided by a human
supervisor. In Table II, we report the mAP of the predicted
bounding boxes against automatic ones (first row) and man-
ually annotated ones (second row). Since the mAP evaluated
on the manual ground truth is even higher, it can be inferred
that, not only the automatic annotations are sufficient to train
good detectors, but these networks also learned to “average
out“ possible noise in the ground truth, performing thus
better than the depth segmentation procedure. In Figure 3
we show some example frames where this effect is evident:
while the depth segmentation routine fails to segment the
object (yellow), the prediction of the model (red) provides a
substantially correct bounding box around it.

B. Evaluation II: Detecting objects in other settings

In the evaluation of the previous Section, training and
testing took place in similar settings. We performed a further
evaluation to determine to what extent the learning system
generalizes to a different scenario. This is important because
the training uses images that have (i) the constant presence of
a human, holding the object in the hand, possibly generating
occlusions, and (ii) the presence of a single object of interest,
mostly centered (because the robot was tracking it). In
this Section we investigate if this bias [44] affects the
generalization properties of the network.

5https://github.com/tzutalin/labelImg

We ask therefore whether the networks learned to detect
the objects only in these conditions, or are able to generalize
to other settings. To this end, we collected and manually
annotated three new image sequences, representing three
scenes where the objects are randomly positioned respec-
tively on a table, on the floor and on a shelf. These sequences
remarkably differ from the ones in ICWT because (i) there
is no human presence in the scene and (ii) they contain
a variable number of objects, at multiple locations in the
image. Finally, also the light and background are different
from the ones represented in the dataset. Figure 4 shows
an example frame for each sequence (comprising ∼ 300
frames):

• The FLOOR sequence depicts 14 out of the 20 objects,
lying on the floor.

• The TABLE sequence shows 11 objects on a table with
others that are not part of the dataset (like a laptop or
a monitor), and hence not to be detected.

• In the SHELF sequence 10 objects are placed on two
shelves. The one below is partially shadowed by the one
above and, as in the previous sequence, it may contain
objects not to be detected.

Table III reports the performance of the two models
tested on the three sequences separately, while Fig. 5 shows
the predictions of ZF (we obtained similar results with
the VGG CNN M 1024 model) for two randomly sampled
frames from each sequence.

These results show that the performance on these testing
sequences remains good, with an average mAPs over the
three sequences of 0.58 for the ZF model and 0.52 for
VGG CNN M 1024. This indicates that the networks suc-
ceeded in learning to detect the objects also when these are
not hand-held and, as it can be noticed also from the video in
the Supplementary Material, which show the predictions of
the ZF model running on the iCub while the robot is looking
around in these table-top or shelf settings, the proposed
approach is a feasible solution to quickly obtain robust and
accurate enough object detectors to be used on a general
indoor setting.



ZF VGG CNN M 1024
FLOOR 0.55 0.47
TABLE 0.66 0.32
SHELF 0.53 0.78

TABLE III: Performance (mAP) of the two models consid-
ered in this work when tested on the three image sequences
described in Se. IV-B.

Fig. 5: Example frames, randomly sampled from each se-
quence, showing the predictions reported by the trained
detector (using ZF as feature extractor).

V. DISCUSSION AND CONCLUSIONS

In this work we propose a procedure to train object
detection models in a robotic setting with automatically
collected annotated data. The presented pipeline adopts the
acquisition setup used for the ICUBWORLD TRANSFORMA-
TIONS dataset [29], which leverages on the interaction of the
robot with a human teacher and contextual information on
the depth of the scene for segmenting and labeling objects
observed by the robot, held by the teacher. We demonstrate
that images collected in this way are sufficient for fine-tuning
a deep architecture as [37] to successfully detect the learned
objects without using any depth information at inference
time.

We also observed that the noise in the bounding boxes
can be averaged out by the training, and that the learned
detector generalizes well to different indoor settings. Overall,
our experiments suggest that this strategy can be effectively
used to deploy object detection systems to realistic robotic
applications.

Current work is focusing on further exploring the capa-

bilities of the models trained with the proposed pipeline,
considering other real world settings. We are also working
on improving the detection performance, e.g., by exploiting
the temporal coherence at test time to refine and stabilize
the predicted bounding boxes. In addition we are also as-
sessing the employment of other DL architectures for object
detection (e.g., SSD [25]) within the same pipeline.

As future work, we plan to expand the proposed acquisi-
tion scenario by including information from the motion of the
object (which can be done by incorporating, for instance, the
work of [13], [23]). Moreover, human gestures like pointing
could also be used in order to focus the robot’s attention
on objects which are not hand-held. This could be achieved
by leveraging on recent improvements in human skeleton
detection [6].

Finally, we plan to investigate possible strategies to
speedup the current training algorithm in order to provide
the robot with the ability of learning on the fly to detect
more objects, while interacting with the human. A possible
approach which we will evaluate is to start from recent work
on incremental object recognition [5] and apply a similar
approach to the object detection problem. This would allow
to incrementally update the detector, rather than training it
from scratch every time new image examples are collected
by the robot.
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